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ABSTRACT

Prediction of the driver-vehicle-unit (DVU) future state is a challenging problem due to many dynamic factors influencing driver capability, performance and behavior. In this study, a soft computing method is proposed to predict the accelerating behavior of driver-vehicle-unit in the genuine traffic stream that is collected on the California urban roads by US Federal Highway Administration’s NGSIM. This method is used to predict DVU velocity for different time-steps ahead using adaptive neuro-fuzzy inference system (ANFIS) predicator. To evaluate the performance of proposed method, standard time series forecasting approach called autoregressive (AR) model is considered as a rival method. The predictions accuracy of two methods are compared using root mean square error (RMSE), mean absolute percentage error (MAPE) and coefficient of determination or R-squared (R²) as three error criteria. The results demonstrate the adequacy of proposed algorithm on real traffic information and the predicted speed profile shows that ANFIS is able to predict the dynamic traffic changes. The proposed model can be employed in intelligent transportation systems (ITS), collision prevention systems (CPS) and etc.
Keywords: Traffic model; adaptive neuro-fuzzy inference system; velocity prediction; intelligent transportation systems.

Introduction

With the constantly growing number of vehicles across the world, improving the vehicle performance has become an ongoing objective for researchers and industrial companies in the automotive field [1]. However, the automotive companies produce vehicles with high performance; the one undesirable result is the high rate of accidents and number of injuries when collisions do happen [2]. For this reason, in recent years, driver assistance systems (DAS) are extensively used in perspective of the way that safety will be increased and driver remaining tasks at hand will be reduced in DAS-equipped vehicles [3]. These supporting systems increase comfort and performance for drivers in the undertaking of lateral and longitudinal vehicle control [4]. DAS applications continually scan the vehicle surroundings and also driving actions to identify possibly risky circumstances at a beginning stage. In critical driving situations these applications warn and effectively support the driver and, if it is need, get involved automatically with an end goal to keep vehicle away from a collision or to reduce the consequences of an accident [5].

To increase the safety of vehicles, it is critically important to understanding, analyzing and modeling human driver behavior [6]. In an investigation supported by NHTSA, it was found that driver mistakes was the major contributor in more than 90% of the crashes examined [7]. Also, it should be noticed that driving behaviors differ among different drivers. They differ in how they turn the steering wheel, in the manner in which they hit the gas and brake pedals, and what’s more in how much distance they keep when following a vehicle [8]. Driver state, personality, experience, task demand and situation awareness are the five noteworthy classes of elements impacting driver capability, performance and behavior [9].

Researchers use microscopic data to analyze driving behavior, traffic impacts (instantaneous speeds, accelerations, car-following distances and relative speeds), calibration of traffic flow models and enhancing the ITS applications. So this data can be used to determine or to estimate safety measures like time-to-collision (TTC) [10]. In point of fact, to improve the functionality of the vehicle safety, intelligent tools should be utilized to predict the upcoming vehicle speed profiles with respect to the real-time speed trajectories of a moving vehicle [11]. For this purpose, several studies are investigated in recent years. Fotouhi et al. showed that intelligent tools like back propagation-artificial neural network (BP-ANN) can be employed to predict the time-series of vehicle speed [11]. Similar approach used for real time vehicle speed predictions considering driver characteristics in car-following scenarios [12]. In study [13], it is indicated that a fuzzy system is an
effective method for prediction of parallel hybrid electric vehicles (HEVs) speed profile. An integrated intelligence technique based on artificial neural network (ANN) and genetic algorithm (GA) improved in study [14] for predicting the driver’s accelerating behavior in the stop and go maneuvers.

In this study, the ability of adaptive neuro-fuzzy inference system (ANFIS) for predicting driver-vehicle-unit (DVU) speed profile in real traffic flow is investigated. ANFIS is a hybrid-intelligent technique that showed a promising performance in different aspects of our life, and more widely in modeling the human mental activities and medical applications [15]. A neuro-fuzzy system is a combination of two major techniques: artificial neural networks and fuzzy logic. An artificial neural network is similar to human intelligence with ability of learning and adaptation; while the fuzzy logic is responsible for solving uncertainties like human logic with no limitations for decision making. One of the main applications of integrated neuro-fuzzy system is in black-box modeling using input/outputs of concerned systems [16]. This approach is employed in many studies for the main purposes of modeling, prediction and identification of systems [17]. The applications of ANFIS technique is addressed in [17] and [18] explicitly.

This paper is organized as follows. First, the importance of traffic modeling is explained and it is illustrated that how the real traffic data are collected and developed for the farther simulations. These data are obtained from NGSIM dataset which is provided by US Federal Highway Administration. Then, the procedure of designing ANFIS model to predict the DVU velocity in different time-steps ahead is illustrated. The simulation results and discussions for the proposed ANFIS model are given in the last section.

**Modeling Microscopic Driving Behavior**

Microscopic driver behavior models have been growing in certain decades with the principle goal of simulating the movement of vehicles in traffic lanes through mathematical relations. In these models, vehicle movements and their interactions with other vehicles are derived by simulating traffic network infrastructure at every second through a couple of driving principles. These principles include car-following, passing maneuver, lane changing and the other driving maneuvers [10]. In this study, in order to simulate the speed profile of vehicles, which show microscopic behavior of these models, NGSIM real traffic dataset provided by US Federal Highway Administration [19] is utilized, which is illustrated in the next section.
Collection and preparation of real traffic data

In order to design ANFIS predictor for modeling driving microscopic behavior, a dataset is needed. NGSIM data provides detailed vehicle time-to-time trajectory information, traffic information, and supporting information required for researching in driving behavior algorithms. One of these traffic dataset is I-80, which has been gathered at the Berkeley Highway Laboratory (BHL) in Emeryville by California Center for Innovative Transportation (CCIT) and Cambridge Systematics. A segment of eastbound I-80 in San Francisco Bay area is shown in Figure 1. Seven cameras recorded I-80 dataset and captured trajectories of 5648 vehicle in three intervals of 15 minutes (with resolution of 10 frames in each second) on a road section of approximately 500m as shown in Figure 2 [19].

Considering observations in real traffic are always affected by measurement errors, the data which is used to test the model should be smoothed like [20]. Thus, before any further data analysis, a moving average filter is designed as in Equation (1) and applied to all the needed traffic data. In Equation (1), $U$ and $V$ are original data and filtered data respectively, and $k$ is length of window which contains data. In this way, all the DVU positioning data including trajectories of accelerations and velocities of vehicle that are extracted from video analysis are filtered by means of proposed filter.

A comparison between the original and filtered acceleration data for a vehicle in one maneuver is shown in Figure 3. As shown in this figure, the original data contain large amount of noises with abnormal changes (e.g., time instant of 20-23 second); while the filtered one is more reliable and has acceptable variations. In study [21], the other filtering algorithms can be found for smoothing the NGSIM’s raw data.

\[ V[i] = \frac{1}{k} \sum_{j=0}^{k-1} U[i - j] \]  
(1)
Figure 1: A segment of eastbound I-80 in San Francisco Bay area in California [19].

Figure 2: A video camera that overlooks I-80 is recording vehicle trajectory data [19].
Figure 3: Comparison of original and filtered acceleration data for a vehicle in one maneuver.

**ANFIS Structure**

In this section, the procedure of designing ANFIS model to predict DVU velocity time series, based on NGSIM data is illustrated. The ANFIS structure is developed by combining two approaches: artificial neural networks and fuzzy inference systems. By integrating these two intelligent approaches, both fuzzy reasoning and network calculation will be available simultaneously. The ANFIS is composed of two parts. The first is the antecedent part and the second is the conclusion part, which are connected to each other with the fuzzy rules base in network form. The structure of type-III ANFIS with two inputs and one output is shown in Figure 4. As shown in this figure, it is a five layer network that can be described as a multi-layered neural network [20]. The first layer is responsible to execute a fuzzification process, while the second layer executes the fuzzy AND of the antecedent part of the fuzzy rules. The third layer normalizes the membership functions (MFs), the fourth layer executes the conclusion part of the fuzzy rules, and the last layer computes the output of the fuzzy inference system by summing up the outputs of layer four. ANFIS has high ability of approximation that will depend on the resolution of the input space partitioning, which is determined by the number of MFs in the antecedent part for each input. The feed forward equations of the ANFIS structure with two inputs and one output are as in Equations (2–4):

\[
 w_{ij} = \mu_{A_i}(x) \times \mu_{B_j}(y); \quad i = 1, 2; \quad j = 1, 2
\]

(2)
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\[ \bar{w}_{ij} = \frac{w_{ij}}{\sum_{i=1}^{2} \sum_{j=1}^{2} w_{ij}}; \quad i = 1,2; \quad j = 1,2 \tag{3} \]

\[ f_i = a_i x_1 + b_i x_2 + c_i, \quad i = 1,2,3,4 \tag{4} \]

Figure 4: The structure of type-III ANFIS with two inputs and one output [22].

Where the values of \( \mu_A \) and \( \mu_B \) in Equation (2) represent the firing strength; also \( a, b \) and \( c \) in Equation (4) are linear parameters of the ANFIS rules that are estimated using least squares algorithm. The overall output for the respective inputs within the fuzzy space is represented by Equation (5):

\[ y = \bar{w}_{11} f_1 + \bar{w}_{22} f_2 + \bar{w}_{21} f_3 + \bar{w}_{12} f_4 \tag{5} \]

**Proposed predicator algorithm**

In this study, the proposed ANFIS model has two inputs (i.e. \( x_1 \) and \( x_2 \) in Figure 4) and one output (i.e. \( y \) in Figure 4), which inputs are the velocity of vehicle at time-step \( i-I \) and \( i \) (\( v[i-1] \) and \( v[i] \)), and the output of the model is the velocity of vehicle at time-step \( i+h \) (\( v[i+h] \)), where \( h \) is step ahead. The proposed model will be trained to predict the DVU velocity prepared based on the NGSIM dataset in 1, 2 and 3 steps ahead using the DVU velocity in 2 steps ago, where each step is equal to 0.1 second. In other words, ANFIS model can predict the velocity of a DVU in 0.1, 0.2 and 0.3 seconds ahead based on the velocity of vehicle in instant time and 0.1 second ago. For developing the ANFIS
structure, two Gaussian-MF membership functions are chosen for each input (i.e. \( g_1 \) and \( g_2 \) functions in Figure 4) and Linear-MF types are chosen for the output (i.e. \( f_1-f_4 \) in Figure 4 and Equation 5). Also, the number of training iterations, initial step size, decrease rate of step size and increase rate of step size are set 500, 0.01, 0.9 and 1.1 respectively. In the developing process of ANFIS predictor, the available preformed data are separated into two subsets. The first part is the train and test dataset that is used for developing and calibrating the ANFIS model. In the training and test stages, the ANFIS structure including the layer weights (i.e., \( w_{11}, w_{12}, w_{21}, w_{22} \) ) will be updated in each iteration to gain a better performance than the previous one. After finalizing the AFNIS architecture, the second data subset is used for validating the efficiency of the trained model. In this study, 70% of the main dataset is used for training and testing purposes and the remaining 30% is assigned for model validation. The input-output surface of the well-trained ANFIS model for predicting the DVU velocity in one step ahead is shown in Figure 5. By means of this surface, giving arbitrary inputs including \( v[i-1] \) and \( v[i] \) to the ANFIS model will lead to \( v[i+1] \).

![Figure 5: Input-output surface of the obtained ANFIS model.](image)

### Results and Discussions

In order to evaluate the ANFIS model, the validation dataset, which was not employed in the stage of training ANFIS structure, will be used. Then a comparison between the prediction results of proposed model with real data and similar results of a well-known AR predictor model is investigated. It is worth mentioning that the data analysis using both the ANFIS and AR models is done in MATLAB software. The real and predicted values of proposed DVU
velocity time series for one maneuver in 1, 2 and 3 time-steps ahead (i.e. 0.1, 0.2 and 0.3 seconds ahead) are shown in Figure 6. Also, the absolute prediction error of both ANFIS and AR models are presented in Figure 7. The prediction results demonstrated in Figures 6 and 7 shows the high ability of ANFIS model for predicting the proposed DVU velocity time series in all time-steps ahead. For numerical assessment of the prediction accuracy, RMSE, MAPE and $R^2$ criteria are applied as in Equations (6-8). In these equations, $z_i$ shows the real value of the variable observed over $N$ test observations, $\hat{z}_i$ indicates the predicted value of variable obtained by employing proposed predictor, and $\bar{z}_i$ is the mean value of the variable. Performance of the proposed predictor techniques considering three well-known error criteria are listed in Table 1 and also are demonstrated in bar graph in Figures 8-10.

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (z_i - \hat{z}_i)^2}$$ (6)

$$MAPE = \frac{100}{N} \sum_{i=1}^{N} \frac{|z_i - \hat{z}_i|}{z_i}$$ (7)

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (z_i - \hat{z}_i)^2}{\sum_{i=1}^{N} (z_i - \bar{z}_i)^2}$$ (8)
Figure 6: Velocity time series prediction based on ANFIS and AR models, (a) 0.1 second ahead, (b) 0.2 second ahead, (c) 0.3 second ahead.
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(a)

(b)
Figure 7: Comparison between ANFIS and AR prediction error, (a) 0.1 second ahead, (b) 0.2 second ahead, (c) 0.3 second ahead.

Figure 8: RMS Error for ANFIS and AR predictor models.
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Figure 9: MAP Error for ANFIS and AR predictor models.

Figure 10: $R^2$ criterion for ANFIS and AR predictor models.

Table 1: Performance comparison of ANFIS and AR predictors according to RMS Error, MAP Error and $R^2$ criteria

<table>
<thead>
<tr>
<th>Prediction Horizon &lt;second ahead&gt;</th>
<th>RMS Error</th>
<th>MAP Error</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ANFIS</td>
<td>AR</td>
<td>ANFIS</td>
</tr>
<tr>
<td>0.1 second ahead</td>
<td>0.15</td>
<td>0.24</td>
<td>11.7</td>
</tr>
<tr>
<td>0.2 second ahead</td>
<td>0.29</td>
<td>0.42</td>
<td>22.1</td>
</tr>
</tbody>
</table>
Results presented in Table 1 show the successful performance of the ANFIS to predict DVU velocity in comparison with AR model. Also, it is concluded that the values of RMSE and MAPE are increasing directly by the prediction horizon for both designed predictors. Presented results in Figures 8, 9 and 10 show that there is a small difference between the prediction performances of ANFIS and AR for 0.1 second ahead; but for longer prediction horizons, the ANFIS predicts better than AR model which is in agree with the previous results.

To investigate the distributions of prediction errors provided by ANFIS and AR models, the histogram of prediction errors are illustrated in Figure 11. It should be noticed that the entire bar heights in the concerned histogram are normalized corresponding to their probability. In this way, the height of each bar will be equal to the probability of selected observation, and thus the sum of height of all bars for each individual model (e.g. ANFIS and AR) is equal to 1. According to Figure 11 and agree with the obtained results indicated in Table 1, deviation of prediction errors from zero for the ANFIS model is less than the AR one for all the prediction horizons.

<table>
<thead>
<tr>
<th>Prediction Horizon</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3 second ahead</td>
<td>0.50</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>38.7</td>
<td>53.1</td>
</tr>
<tr>
<td></td>
<td>0.862</td>
<td>0.764</td>
</tr>
</tbody>
</table>
Figure 11: Distributions of velocity time series prediction error based on ANFIS and AR models, (a) 0.1 second ahead, (b) 0.2 second ahead, (c) 0.3 second ahead.

To point out the amount of uncertainty in predicting DVU velocity trajectories during different simulations, Figure 12 summarizes the average values of prediction errors obtained with different train and test dataset. The values represented are mean values acquired over twenty-fold crossvalidation and error bars shows dispersion of values about the mean. According to Figure
12, it is concluded that ANFIS model provides more accurate predictions with higher repeatability than AR one.

Conclusion

Modeling and prediction of driver-vehicle-unit velocity in deferent time-steps ahead was investigated in this study. For this purpose, ANFIS predictor which combines two intelligent approaches of neural networks and fuzzy systems designed and trained. To assess the performance of proposed algorithm, real traffic dataset based on the US Federal Highway Administration’s NGSIM considered. ANFIS model predicts the DVU velocity in 1, 2 and 3 steps ahead, where each step is equal to 0.1 second. To evaluate predictions accuracy three criteria including RMSE, MAPE and R² utilized and the performance of ANFIS compared with standard time series forecasting approach AR. Simulation results illustrate that the ANFIS model improves the prediction accuracy of DVU velocity profile in comparison with AR model and is highly accordant with real behaviors. The outcome of this study can be used in intelligent transportation systems, collision prevention systems and driver assistant systems which improve driving comfort, safety and reduce the danger of collisions. Also, the utilization of proposed method can be considered for further improvement of vehicle control strategies.
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