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ABSTRACT 

Information is growing rapidly; anyone is able to get the information easily without 

any restriction especially using the World Wide Web. However, cause of too many 

information, sometimes readers cannot get the important value of that information. 

Therefore, it will leads to wrong information and waste of time on reading. The 

research proposes an algorithm that will automatically extract the Malay documents 

to improve access to information. Content words extraction techniques is explored 

and used as possible content and value for the text document. In the process of 

development the prototype, Bigram technique is introduce to assists on searching the 

related word of content word. As a result, the prototype will display all related 

sentences with content words. 
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CHAPTER 1 

INTRODUCTION 

1.0 Introduction 

The emergence of the Internet and the availability of very large 

amounts of documents online that contain valuable information, have caused 

the need for tools to assist the users to extract the relevant information from 

the bundle of information without having to read them all, and also to retrieve 

it in a fast and effective way. However, the problem with textual information 

is that it is not designed to be handled by computers. Unlike the tabular 

information typically stored in databases today, documents have limited 

internal structure. Furthermore, the important information they contain is not 

explicit but is implicit, hidden in the text. The general objective by using a 

Natural Language Processing is to minimize the time a user spends in the 

steps leading to understanding the content of a document or a collection of 

documents. Natural Language Processing (NLP) is one of the Artificial 

Intelligence techniques that always involves with text utilization. The 

application that utilize with NLP is Information Retrieval (Decker, n.d). 

Information Retrieval (IR) and document browsing is the process of 

matching user's query against collections of unstructured documents at the 

aim of finding the documents that match user's information needs or 

interests. The common document representation is the term-document vectors 

in which term matching is applied. In order to match documents to the user's 

query learning-based IR system use machine learning technique to identify 

and extract patterns in the documents (Kozima, 1993). 
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