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Abstract - The state of power system and
methods of calculating this state are extremely
important in evaluating the operation of the
power system, the control of this system and the
determination of future expansion for the power
system. The state of power system is determined
through load flow analysis that calculates the
power flowing in the lines of the power system
especially in determining the total losses in the
power system. Particle swarm optimization (PSO)
is a stochastic global optimization algorithm
inspired by social behavior of bird flocking in
search of food, which is simple but powerful, and
widely used as a problem solving technique to a
variety of complex problems in science and
engineering. The PSO technique was proposed to
solve on Institute of Electrical & Electronic
Engineers (IEEE) 30-bus system. The proposed
technique was able to minimize the losses in the
power system with results of
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I. INTRODUCfION

The computational solution of load flow has
attracted much attention. Continuing research on
numerical methods for load flow calculation is
nevertheless justified by the considerable expenditure
of computer resources and engineering effort on load
flow analysis. Reduction of execution times allows
the more effective use of computers, and increased
robustness and accuracy contribute to the value of the
analysis tool [2]. The recent introduction of scientific
work-station computers, which provide network
planning or operating engineers with integrated
analysis and display systems, further emphasizes the
need for fast and reliable load flow software.
Improvements in solution accuracy and the ability to
solve numerically difficult network problems permit
the user to concentrate on the physical network rather
than on its suitability for numerical analysis.
Researchers, however, have been aware of the
shortcoming of the classical solution algorithms i.e.
N-R(N-R) and Fast Decoupled Load Flow(FDLF)
when they are generically implemented and applied
to ill-conditioned and/or poorly initialized power
system.

Hence commercial power flow packages always
modify these algorithms for enhanced robustness.
The most popular method (FDLF) cannot handle Q­
limit violation easily. The Gauss-Seidel (G-S) power
flow technique, another classical power flow method,
has been shown to be extremely inefficient in solving
large power systems as well as ill-conditioned ones,
but it can handle bus violations with ease [I]. Omine
reduction of the static power system model has been
widely used to decrease the computational burden of
the network solution. Many methods have been
developed to compute the actual reduction, and
network reduction programs are used in industry
today [2]. One method of network reduction is to
eliminate all the P-Q buses and retain only P-V
buses; then P-V bus data is used in the iteration cycle
to restore new values for P-Q bus voltages. This
method for load flow analysis saves computer time
[3] but it does not, however, take into account Q-limit
violations, and its accuracy is not good because of the
many approximations included. This method is
simple, reliable, fast, and, compared with other
techniques, can handle the adjusted solution with
ease. The sparsity is exploited in the reduction step,
and is very useful for omine and online applications.

Traditionally, load flow analysis were calculated
using the Gauss-Seidel Method or Optimal Load
Flow (or N-R) method. The first two load flow
methods (Gauss Seidel and N-R) require the
determination of an admittance matrix. This can pose
a serious problem when the matrix is sparse and
cannot be inverted, which is the case in many
applications with the Optimal Load Flow. In Optimal
Load Flow, we determine the line losses of the power
system by N-R Method.

The Particle Swarm Optimization (PSO) developed
by Eberhart and Kennedy in 1995 that simulates the
swarming behavior of animals in nature [I].
Swarming animals (such as ants and bees) are
capable of performing only basic tasks individually.
However, as a swarm, they exhibit some sort of
intelligently organizational behavior, making them
capable of performing complex tasks in a teamwork­
like fashion. PSO has a successful track record in
solving many optimization problems [4-8].

Since PSO agents (particles) are parallel in nature,
PSO allows efficient and fast optimization of the
problem [9]. Since PSO agents (particles) are parallel
in nature, PSO allows efficient and fast optimization
of the problem [9]. Furthermore, PSO requires only












