<

PARTICLE SWARM OPTIMIZATION TECHNIQUE FOR OPTIMIZING LOAD FLOW ANALYSIS

Muhammad Syafiq B. Mohd Zaman
Faculty of Electrical Engineering
Universiti Teknologi MARA, 40450 Shah Alam Selangor, Malaysia.

Abstract — The state of power system and
methods of calculating this state are extremely
important in evaluating the operation of the
power system, the control of this system and the
determination of future expansion for the power
system. The state of power system is determined
through load flow analysis that calculates the
power flowing in the lines of the power system
especially in determining the total losses in the
power system. Particle swarm optimization (PSO)
is a stochastic global optimization algorithm
inspired by social behavior of bird flocking in
search of food, which is simple but powerful, and
widely used as a problem solving technique to a
variety of complex problems in science and
engineering. The PSO technique was proposed to
solve on Institute of Electrical & Electronic
Engineers (IEEE) 30-bus system. The proposed
technique was able to minimize the losses in the
power system with results of
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L INTRODUCTION

The computational solution of load flow has
attracted much attention. Continuing research on
numerical methods for load flow calculation is
nevertheless justified by the considerable expenditure
of computer resources and engineering effort on load
flow analysis. Reduction of execution times allows
the more effective use of computers, and increased
robustness and accuracy contribute to the value of the
analysis tool [2]. The recent introduction of scientific
work-station computers, which provide network
planning or operating engineers with integrated
analysis and display systems, further emphasizes the
need for fast and reliable load flow software.
Improvements in solution accuracy and the ability to
solve numerically difficult network problems permit
the user to concentrate on the physical network rather
than on its suitability for numerical analysis.
Researchers, however, have been aware of the
shortcoming of the classical solution algorithms i.e.
N-R(N-R) and Fast Decoupled Load Flow(FDLF)
when they are generically implemented and applied
to ill-conditioned and/or poorly initialized power
system.

Hence commercial power flow packages always
modify these algorithms for enhanced robustness.
The most popular method (FDLF) cannot handle Q-

- limit violation easily. The Gauss-Seidel (G-S) power

flow technique, another classical power flow method,
has been shown to be extremely inefficient in solving
large power systems as well as ill-conditioned ones,
but it can handle bus violations with ease {1]. Omine
reduction of the static power system model has been
widely used to decrease the computational burden of
the network solution. Many methods have been
developed to compute the actual reduction, and
network reduction programs are used in industry
today [2]. One method of network reduction is to
eliminate all the P-Q buses and retain only P-V
buses; then P-V bus data is used in the iteration cycle
to restore new values for P-Q bus voltages. This
method for load flow analysis saves computer time
[3] but it does not, however, take into account Q-limit
violations, and its accuracy is not good because of the
many approximations included. This method is
simple, reliable, fast, and, compared with other
techniques, can handle the adjusted solution with
ease. The sparsity is exploited in the reduction step,
and is very useful for offline and online applications.

Traditionally, load flow analysis were calculated
using the Gauss-Seidel Method or Optimal Load
Flow (or N-R) method. The first two load flow
methods (Gauss Seidel and N-R) require the
determination of an admittance matrix. This can pose
a serious problem when the matrix is sparse and
cannot be inverted, which is the case in many
applications with the Optimal Load Flow. In Optimal
Load Flow, we determine the line losses of the power
system by N-R Method.

The Particle Swarm Optimization (PSO) developed
by Eberhart and Kennedy in 1995 that simulates the
swarming behavior of animals in nature [1].
Swarming animals (such as ants and bees) are
capable of performing only basic tasks individually.
However, as a swarm, they exhibit some sort of
intelligently organizational behavior, making them
capable of performing complex tasks in a teamwork-
like fashion. PSO has a successful track record in
solving many optimization problems [4-8].

Since PSO agents (particles) are parallel in nature,
PSO allows efficient and fast optimization of the
problem [9]. Since PSO agents (particles) are parallel
in nature, PSO allows efficient and fast optimization
of the problem [9]. Furthermore, PSO requires only



basic mathematical operators to perform optimization
[2, 10]. Another benefit of PSO is that it requires low,
constant computational and memory costs for each
iteration [9-11]. PSO is motivated from this scenario
and developed to solve complex optimization
problems [7]. In this paper, the particle swarm
algorithm was used to perform the optimization to
minimize the losses in power system.
The organizational of this paper is as follows:

e A review on the particle swarm optimization
algorithm in section II
A review of load flow analysis in section III
A review of project objectives in section IV
A review of methodology in section V
A review of results and discussion in section
VI
¢ Finally a conclusion is represented in section

VI

IL. PARTICLE
OPTIMIZATION

SWARM

In the original form of PSO, each in a swarm
population adjusts its position to search space based
on the best position it has found so far, and the
position of the known best fit particle in the entire
population. The essence of PSO is to use these
particles with the best known positions to guide
swarm population to converge to a single optimum in
the search space. Unlike other population based
Evolutionary algorithms i.e., genetic algorithms, PSO
does not need genetic operators such as crossover or
mutation [14]. Thus it has advantages of easy
implementation, fewer parameters to be adjusted,
strong capability to escape from local optima as well
as rapid convergence. In addition, because the PSO
comprises a very simple concept and paradigms can
be implemented more easily. With it, it has been
demonstrated in certain instances that PSO
outperforms other population based evolutionary
computing algorithms in many practical engineering
domains.

In recent years, PSO has been used increasingly as
an effective technique for solving complex and
difficult optimization problems. PSO has been
successfully applied to function optimization,
artificial neural network training, fuzzy system
control, power system problems and many more.
Therefore, PSO has also been found to be robust and
fast in solving the non-linear, non-differentiable and
multi modal problems [5]. In this paper, the load flow
analysis in power system is introduced in PSO to
optimize the load bus in power system.

1L LOAD FLOW ANALYSIS

In normal load flow problems, the N-R method for
performing the load flow calculation was used.
Taylor series expansion for a function of two or more
variables is the basis of the N-R method. Partial
derivatives of order greater than 1 are neglected in
the series terms of the Taylor series expansion. The
N-R method was use because it calculates corrections

- while taking into account all other interactions. The

number of iterations required by the N-R method
using bus admittances is practically independent of
the number of buses. For these reasons shorter
computer time for a solution of the load flow problem
could occur when analyzing large electrical power
systems.

The solution of the load flow problem is initiated
by assuming voltage values for all buses except the
slack bus. The slack bus is the point at which the
voltage is specified and remains fixed. The voltage at
the slack bus is fixed because the net power flow of
the system cannot be fixed in advance until the load
flow study is complete. The power calculation at the
slack bus supplies the difference between specified
real power into the system at the other buses and the
total system output plus losses. The N-R method for
load flow analysis will be used to solve the load flow
problem at any value of bus.

Iv. PROJECT OBJECTIVES

The project objectives are as follows:
o To determine the variables that effect the
line flow losses
To minimize the losses
To optimize the system by particle swarm
optimization technique

V. THEORY OF PSO

A. Particle Swarm Optimization with Constriction
Factor (PSOcr)

PSO is a population-based stochastic optimization
technique inspired by animal swarming behavior in
nature [5]. PSO iteratively searches for solutions in
the problem space by taking advantage of the
cooperative and competitive behavior of simple
agents called particles.

For the Particle Swarm Optimization (PSO)
method presented here, considered the PSO with
Constriction Factor (PSOcr) method. PSOcr modifies
the original PSO algorithm to improve its
convergence properties, by gradually decreasing
particle velocities as the iteration progresses, so that
particle movements near the optimum are localized.



The PSO algorithm search is directed by its velocity
equation:

V= Vy4+C(pBest— X, )xrand,

! (n
+C,(gBest— X ;) xrand,
which modifies the particle’s position, X4
Xy=X,+V, (2)

where:

Via = particle velocity.

Xiq = particle position.

pBest = particle’s best fitness so far.

gBest = best solution achieved by the swarm so far.
C, = cognition learning rate

C, = social learning rate.

rand;, rand, = random numbers between 0 and 1.

where y is calculated using:
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and ¢ must conform to:
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Parameter vMax is the allowable maximum
velocity during optimization. It acts as a constraint
for prevention of velocity explosion [6, 7]. Generally,
for each variable, vMax is set to a dynamic range of
values [18].

Conversely, the value of X;; may be bounded using
parameters xMin and xMax to disregard solutions
outside an acceptable range [19]. Whenever X,
violates xMin or xMax, they are artificially brought
back to their nearest side constraint (either xMin or
xMax). Additionally, the velocity ¥}, is set to 0 each
time this occurs to discourage further searches in that
direction [19].

The swarm size is problem-specific, and there has
been no literature recommendations regarding swarm
size [19]. However, most researchers tend to utilize
swarm size of around 10 to 50 particles to solve the
given problem [19], while others may use more [10].

The algorithm for the PSO is detailed.

While (objective not met OR maximum iterations not
reached)
For each particle:
Perform Vid update as directed by Eq.(1).

Modify Xid according to Eq.(2).
If (Xid > xMax)
Change Xid = xMax.
Set Vid = 0.
Elself (Xid < xMin)
Change Xid = xMin.
Set Vid = 0.
End
Evaluate fitness of particle.
If (fitness better than gBest)
Update gBest with fitness.
Else
Don’t update gBest.
End
Repeat for next particle.
End
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Figure 1: Flow Chart of Load Flow Analysis



VIL METHODOLOGY

In this paper, the Particle Swarm Optimization
Technique considers the value of load bus in 30-bus
IEEE test system. The PSO program was developed
using MATLAB programming language. IEEE 30-
bus system consists of 30 generator and 42 lines that
connect between generator and load bus with
transmission line.

Figure 2. IEEE 30-bus system

All tests are run on an Acer Aspire 1692 computer
with Intel Centrino M Central Processing Unit (CPU)
running at 1.73 GHz with 2.00 GB of Random
Access Memory (RAM). Microsoft Windows XP
Professional Service Pack 3 was installed as the
operating system. All programs are implemented in
the MATLAB version 7.6.0.324 (R2008a)
environment.

The optimization results of the PSO algorithm
depends on the initial value of the particles prior to
optimization. To investigate the effectiveness of the
proposed method, the experiment was repeated 100
times for each particle with different initialization
values. The random number generated should be
similar to [10]. However, as the random number
generation method in [10] was not described, the
pseudo-random number generator called the MTA
[21, 22], was used for the generation of random
numbers.

In MTA, the sequence of random numbers
generated is determined by the internal state of the
generator. Each state will have unique computations
and outcomes. The unique computations result in the

generation of unique series of random numbers based
on the state. To ensure repeatability of the
experiments, the generator state is set to some fixed
value each time the optimization executes to ensure
that the same set of random numbers are generated.
For the PSO algorithm, the constriction factor
method was used. The values of C; and C, were both
set to 2.05 [23], since the values cannot violate the
rule set in Eq.(4). Based on the values of C; and C,,

" the value of y is 0.7290 throughout the optimization

course.

Next, the values of xMin and xMax were set to 0
and 1, respectively. This was done so that the
particle values are always between 0 and 1. Further,
since we have set xMin and xMax to 0 and 1,
respectively, the dynamic range of vMin and vMax
were respectively set to -1 (when V;; moves from 1 to
0) and +1 (when V;; moves from 0 to 1).

The objectives for the DPSO algorithm were set
according to the optimal value of the fitness
functions.

VIII. RESULTS AND DISCUSSION

Consider the initial bus data in IEEE 30-bus data,
it consists of Real Power (MW) and Reactive Power
(MVar). A 30 bus system as shown in figure 2
including three phase line section. The value obtained
by PSO program was totally different from the initial
value. The value given by PSO was smaller than the
initial value. It’s mean that the analysis using PSO
gave the best value to minimize the losses in the
power system. The analysis by load flow without
PSO and after PSO was shown in Table 1. The table
including of losses obtained by load flow analysis
without PSO and after optimized by PSO.

TABLE1
COMPARISON OF LOAD BUS DATA BEFORE
AND AFTER OPTIMIZATION
Initial PSO Initial PSO
No of

Bus Data MW MW Mvar Myar
1 0 0.0862 0 0.9622
2 21.7 0.3261 12.7 0.9050
3 24 0.7806 1.2 0.6060
4 7.6 0.2043 1.6 0.2754
5 942 0.2603 19 0.1689




6 0 0.2158 0 0.1615
7 228 0.1709 10.9 0.8670
8 30.0 0.2313 20.0 0.4215
9 0 0.8698 0 0.3551
10 58 0.3242 2.0 0.7193
11 0 0.5845 0 0.3326
12 11.2 0.1030 7.5 0.9077
13 0 0.8843 0 0.5683
14 6.2 0.7711 1.6 0.4093
15 8 0.7229 2.5 0.5494
16 35 0.3330 1.8 0.7356
17 9.0 0.4840 5.8 0.5643
18 32 0.4840 0.9000 0.2267
19 9.5 0.0018 34 0.5490
20 2.2 0.4787 0.7000 0.8728
21 17.5 0.9312 1.2 0.3986
22 9.0 0.1175 0 0.0228
23 3.2 0.0587 1.6 0.3663
24 8.7 0.4946 6.7 0.5059
25 0 0.6831 0 0.7289
26 35 0.6721 23 0.7251
27 0 0.1888 0 0.6278
28 0 0.9194 0 0.7745
29 24 0.5092 0.9000 0.4087
30 10.6 0.0133 1.9 0.6434
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Figure 3. Comparison of total loss before PSO and after PSO

From figure 3, the total loss before PSO is about
26.331MW. After optimization by PSO, it can be
seen that the losses have been minimized to
minimum which is closely to zero. In our real life, the
total losses after any optimization cannot be achieve
to zero because of many causes i.e. transmission line
losses.

For each dimension, the experiments were repeated
100 times with different random initialization values.
For the first repetition, the initial Mersenne-Twister
algorithm (MTA) state begins from 0 and increased
in step of 50,000 for the next repetitions. For
example, the first repetition of the initial MTA state
is set to 0 and for the next repetition, the initial MTA
state setting is at 50,000 and this continues until the
100" repetition. This is done to evaluate the
convergence with different initial particle values.

IX. CONCLUSION

In this paper, load flow analysis has been
performed using N-R method. PSO technique has
been developed for optimizing the load flow analysis
by giving the best value of load bus data to minimize
the losses. As compared with the value of initial load
bus data before PSO and after PSO in Table I
conclude that the PSO values give the optimized
solution in the power system analysis as shown in
figure 1. The project described in this paper can be
extended to analyze any of bus data.
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