
UNIVERSITI TEKNOLOGI MARA

WOOD SPECIES 
RECOGNITION USING 

CNN

MOHAMMAD OTHMAN BIN NORHAIZA

BACHELOR OF COMPUTER SCIENCE 
(HONS.)

JANUARY 2024



ACKNOWLEDGMENT

Firstly, Thanks to Allah, the Almighty for His graces and blessing, this study case 

would not have been possible. I want to thank my family for giving so much support 

throughout this semester. I have gone through ups and downs with my family being 

my biggest supporter to gain motivation for finishing this semester.

I would also like to thank my supervisor Dr Mohamad Faizal Ab Jabal for his support 

and words of encouragement. I received a lot of guidance, and his time and effort 

assisted me in completing this study. Besides, I would like to express my appreciation 

to Madam Ummu Fatihah binti Mohd Bahrin who is my lecturer for CSP600 and 

CSP650 for sharing her knowledge with me, motivating, and supporting me 

throughout the semester. Last but not least, I could not have undertaken this journey 

without the support and help of my friends.

iv



ABSTRACT

This study aims to develop an automated wood species recognition model using 

Convolutional Neural Networks (CNNs) based on macroscopic wood images. CNNs, 

known for their effectiveness in image recognition, leverage transfer learning to 

address limited training data challenges. The study pursues three objectives: feature 

extraction using CNNs, developing a wood species recognition system, and evaluating 

CNN model accuracy. Accurate wood identification is crucial for quality control, 

combating illegal logging, and regulatory compliance. Computer vision, particularly 

CNNs, offer automated solutions, surpassing labour-intensive traditional methods. 

The proposed CNN model utilises RGB images for feature extraction and transfer 

learning for efficient training on limited datasets. Evaluation compares two CNN 

models, Xception and VGG-16, with Xception demonstrating superior accuracy, 

precision, and F1-score. The research addresses wood species identification 

challenges, enhancing industry efficiency. Limitations include dataset size, 

environmental variability during image capture, and hardware constraints. Future 

work suggests dataset expansion, consideration of environmental factors, exploration 

of advanced techniques, and hardware infrastructure upgrades for scalability. 

Continuous refinement of wood species recognition systems is essential to meet 

evolving industry demands.
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