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ABSTRACT

Gold is a yellow valuable metal that is used to make coins, jewellery, attractive 

artefacts, and many other things. Gold is the most popular and outperforms other 

metals when used as an investment instruments. The gold prices are influenced by 

supply and demand. Estimating its future pricing remains a difficult undertaking due 

to the complex and volatile structure of financial markets. Previously, manual 

prediction being done to forecast gold prices. Developing this model can save their 

time in predicting gold prices. Random forest appears to be the best model for 

predicting gold prices. Dataset is gathered from multiple sources and being merge into 

one file. Dataset being split into training and testing for ratio 90/10. This ratio being 

chosen after some experiment being held. The training set will use to generate subset 

for each decision tree. After that, random forest will be created to add tree into forest 

until number of trees reached. Next, random forest will make prediction from decision 

tree and will aggregate predictions from all trees. Lastly, the prediction result will be 

print in user interface. The coefficient of determination, mean absolute error, mean 

square error and root mean square error being used to evaluate the random forest 

model. The accuracy for the best model being tune is 99.71% and producing the 

smaller error. In conclusion, the model, with an accuracy of 99.71% and minimized 

errors, offers a time-saving and reliable tool for forecasting gold prices, showcasing 

its efficiency in financial market analysis and investment decision-making.
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