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ABSTRACT 
 

In Indonesia, the development of autonomous robots has emerged intensively 

since the last coronavirus pandemic, especially the autonomous UV 
disinfection (A-UV) robot. A-UV disinfection robot has the purpose of 

purifying germs and pathogens in critical areas, such as the hospital. As the 

minuscule creature can be difficult to control, the anticipation of letting no 
human have contact with it is one of the other purposes of the A-UV 

disinfection robot. However, the systematic development of the autonomous 

robot is the priority, where the robot can offer a collision-free obstacle, and 
target-lock when arriving at the designated location. In this study, two main 

contributions are proposed to develop the autonomous robot: 1) Convolutional 

Neural Network (CNN) algorithm to learn the potential surrounding the lock 
area from the dataset to ensure collision-free during the operation. 2) Original 

design to ensure the compactness of the autonomous robot with almost 

omnidirectional UV light. We design the surrounding area with “BOX” as the 
obstacle and “SIGN STOP” as the target in our CNN dataset. The 

performance is validated to have 97% and 99% for training and validation 

performance and 0.3% for loss. The robot prototype was also developed and 
tested inside a workspace with a size of 2.1 x 3 m. The robot prototype 

successfully performed the required tasks. 
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Introduction 
 
The key to the autonomous robot is to perform its task with little or no human 

intervention. Autonomous robots require no supervision; they can work side-

by-side or even substitute humans to perform tasks that humans cannot, should 
not, or do not want to do, such as in hazardous and indicated fast pathogens 

distribution areas. Autonomous robots have been applied in many industries 

and applications, such as manufacturing [1], agriculture [2], warehouse 
management systems [3]-[4], medical [5], and military applications [6]. In 

addition, the autonomous robot can also be implemented in exploration [7], 

home services [8], surveillance [9], and potentially for disinfection purposes 
[10]-[13].  

Despite various applications of autonomous robots, the autonomous 

robot requires a range of abilities to perform its designed task effectively. One 
of them is to understand their surrounding and avoid obstacles by either using 

sensor perception or object recognition. In sensor perception, deep learning 

such as K-Nearest Neighbours (KNN) and Artificial Neural Networks (ANN) 
is commonly used to process the data from the sensor and use it to help the 

robot sense its working area.  

KNN is a simple supervised machine learning algorithm that can solve 
classification problems. It classifies new data based on the distance of the new 

data to the nearest data or its neighbour in terms of characteristics. In 2018, 

Dairi et.al used KNN to detect the presence of obstacles in intelligent 
transportation systems applications [14]. Gao et al. [15], used KNN for the 

path planning tasks in space robotic manipulators. Meanwhile, Asti et al. [16] 

implemented the KNN algorithm to train a quadcopter to make efficient 
avoidance decisions. The KNN algorithm has been used to increase the 

accuracy of autonomous robot localization, particularly in indoor 

environments [17]. 
In contrast, ANN is a set of mathematical and algorithmic methods for 

solving many problems especially related to processing sensor data. It is a 

simplified model of a biological neuron that receives a signal and subsequently 
processes it. In the obstacle avoidance application, ANN receives a signal from 

the sensor in the form of data and then processes it to decide the torque needed 

to avoid the obstacle. In 2018. Zakaria et al. [18] used the ANN algorithm to 
process the data from multiple sensors such as a potentiometer and inertia 

motor to recognize the changing behaviour in the lane for collision avoidance 

purposes. Farias et al. [19], Sochima et al. [20], and Andreev and Tarasova 
[21], used the ANN algorithm to design motion control systems in mobile 
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robots, mainly to avoid obstacle decisions from processing the ultrasonic 
sensor data. Medina et al. [22] and Farag et al. [23] applied the ANN algorithm 

on a mobile robot to avoid collision while controlling movements to follow the 

pre-defined path. Besides, the application on mobile robots for obstacle 
avoidance using the ANN has been applied in [24], where the proposed ANN 

control system is used to help the robot perform local navigation. In another 

case, ANN was applied to control the robot’s velocities to be able to track the 
trajectories [25]. ANN combined with robust feedback control is successfully 

applied to improve control performances and to increase the robust stability of 

the closed-loop control system in the Two Wheel Mobile Robot (TWMR) [26]. 
The system output result shows the error between the neuro controller and the 

original controller in terms of both linear and angular velocity  is significantly 

small 10-7 resulting in the ability of TWMR to track the reference input 
accurately.  

Besides using sensor perception, autonomous robots also can sense their 

surroundings using the ability of object recognition. The most popular deep 
learning algorithm for object recognition is the Convolutional Neural Network 

(CNN). It provides a potential capability in obstacle avoidance applications by 

using object detection ability to ensure collision-free during the operation of 
autonomous robots. Instead of processing data from sensors, CNN, a 

classification-machine algorithm, can be used to train a vision-based model of 

obstacle avoidance using a real-time captured image from the camera. The 
CNN algorithm has been used for obstacle avoidance applications in many 

devices. Mechal et al. [27] applied CNN using RGB Depth Image Fusion for 

obstacle avoidance applications in robots. Duan et al. [28] have applied the 
same algorithm to experiment with real-time computer vision for obstacle 

detection in automatic lawnmower applications. Ma et al. [29] used the CNN 

algorithm to perform obstacle detection in the unmanned surface vehicle 
(USV), and Zhang et al. [30] used CNN for depth estimation in the unmanned 

aerial vehicle (UAV) application. Chang et al. [31] used the CNN algorithm 

for the image-based obstacle avoidance method with a monocular webcam in 
mobile robot navigation. Che et al. [32] used a stereo camera combined with 

OpenCV for object tracking. Osman et al. [33] use a deep-CNN algorithm to 

detect pavement cracks. Furthermore, several machine learning models that 
use CNN architecture in their pipeline that are ready to be used for autonomous 

vehicle applications, namely YOLO [34]-[35], Region-CNN (R-CNN) [36], 

Mask R-CNN [37], MobileNet [38], and SqueezeNet [39]. Thus, CNN has 
advanced object detection and classification especially when the dataset and 

environment are known, such as in routine critical areas like hospitals. 

The implementation of obstacle avoidance using KNN and ANN 
methods mostly used sensors as the main input for the algorithm. The use of 

sensors has limitations and is inadequate in identifying the object size and the 

distance range between the sensor and the objects in the surroundings. These 
limitations can be complicated in the application of complex environments. 
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Thus, an alternative method deserves to be investigated. One of the alternative 
methods is the implementation of vision-based obstacle avoidance using CNN. 

This method is expected to overcome the limitations of KNN and ANN 

especially in identifying the object size and shape. This deep learning method 
is known to be simpler because it needs only a camera instead of sophisticated 

equipment, such as light detection and ranging sensors (LIDARs) or Robo 

Peak Lidar (RPLidar) to track and classify an object [32].  
One of the developments of autonomous robots using the CNN 

algorithm is in the disinfection application. The use of autonomous robots 

using UV for disinfection purposes has been significantly increasing 
worldwide, especially in Indonesia since the last coronavirus pandemic. In 

Indonesia, several disinfection robots have been reported and developed by 

some researchers, such as an Autonomous UVC Mobile Robot (AUMR) [37] 
and UV-based COVID-19 Sterilization Robot VIOLETA [38]. AUMR robot 

can be operated using autonomous mode by using a line tracking system 

combined with an ultrasound-based obstacle avoidance system. Besides, the 
VIOLETA robot is developed using a teleoperation system when the UV robot 

operates manually by the operator using the wireless remote. However, the 

exploration of object detection-based obstacle avoidance autonomous robots 
has not been that popular yet.  

Therefore, the objective of this paper is to implement the CNN 

algorithm in the autonomous robot for ultraviolet (A-UV) disinfection 
application. CNN algorithm is implemented to give the robot the ability to 

detect objects in its path and avoid obstacles. This paper consists of three main 

parts; (i) the material and methods part that discusses the development of the 
CNN algorithm and A-UV disinfection robot design, (ii) the result and 

discussion part that discusses the performance of the CNN algorithm in A-UV 

disinfection robot application, and (iii) concludes the finding and contribution 
of this research. 

 

 

Materials and Methods 
 

The methodology to produce the autonomous robot for UV (A-UV) 
disinfection can be divided into three stages, (a) development of an A-UV 

robot prototype, (b) development of a machine learning model using the CNN 

algorithm, and (c) development obstacle avoidance algorithm. 
 

Development of A-UV robot prototype 
There are two steps to build the A-UV disinfection robot such as designing the 
robot and building the prototype. A similar design flow is used in this research 

[40].  

The designing process consists of two parts. The first is to design the 
robot’s chassis and its components, and the second is to design the electrical 
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assembly. A 3D design software is used to design the robot’s chassis and its 
components. All robot chassis parts are designed manually, and some 

components inside the robot are obtained from open source. 

Three design requirements are needed to be fulfilled. Firstly, the A-UV 
disinfection robot should be implemented in a small room of 2.4 × 3 in m. 

Secondly, the UVC wavelength should be well distributed to get the maximum 

benefits. Any objects should not be blocked by the radiation of UVC 
wavelength. Thirdly, the robot can move autonomously to limit human contact 

in its operation. 

The robot dimension of 300 ×300 × 675 mm is proposed so that the 
design’s requirements can be achieved. The robot is divided into two main 

parts i.e., the main box and the UVC lamp’s stand. The main box itself is 

divided into two parts which are the lower part for the power supply, and the 
upper part as the electrical circuit box. The lamp’s stand consists of a single 

cantilever where a maximum of 4 UVC lamps can be installed. It is specially 

designed for a 15 W UVC tubular lamp with a height of 450 mm. Then, a 
machine-learning model is implemented on the robot. The robot is trained 

using CNN and obstacle avoidance algorithm so it can search the targeted 

location and avoid the obstacle fully autonomous. Table 1 gives a summary of 
the design’s requirements and the proposed design. 

 

Table 1: Design’s requirement and proposed design for A-UV robot 
development 

 
Requirement Proposed 

• Can be implemented in a small patient 

room of 2.4 × 3 m and has a 
maximum height of 900 mm. 

• The chassis’ dimension is 300 × 

300 × 675 mm for length, width, 
and height. 

• UVC wavelength should be well 

distributed. 

• Single cantilever that can hold max 

4 UVC lamps. 

• Can move autonomously. • ML Implementation. 

 
Once the robot’s chassis is designed, and its components are arranged, 

its electrical components are assembled. The electronic part of the A-UV robot 

consists of the perception, cognition, actuation, power supply system, and 
UVC lamp controller. Perception is a system that gives the robot the ability to 

learn about its surrounding environment. It consists of a USB camera to detect 

objects and an ultrasonic sensor to measure distance. Cognition is known as 
the decision-maker system. It is responsible for collecting and processing the 

input data and then deciding the corresponding action regarding its movement. 

The cognition system used in this robot is Raspberry Pi 4B. An actuation 
system is to perform the movement. It includes a 12 V motor driver and wheel. 

Lastly, a wet battery of 5 V and an inverter are used as the power supply, and 

an additional electronic component is a 5 V relay and an electronic ballast to 
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control the UVC lamps during the disinfection process. Table 2 gives a 
summary of the UV robot’s electrical components. 

 

Table 2: Design’s requirement and proposed design for A-UV robot 
development 

 

 

After designing the chassis and electrical diagram, the prototype is built. 

The robot’s chassis is made of aluminium alloy materials because of their 
lightweight and non-corrosive behaviour [41]. An aluminium rectangular 

hollow tube of 30 × 40 × 1 mm for length, width, and thickness, respectively, 

is used as the main chassis structure. During the prototyping process, self-
riveting piercing (SRP) is used to join parts. SRP includes a forging process 

that uses a rivet to join parts. The rivet itself is a permanent mechanical 

fastener, where accuracy is needed during the prototyping process.  
 

Developing a machine learning model using CNN algorithm 
After the prototype is built and electrical components are attached, the robot is 
trained to perform image classification using the Convolutional Neural 

Network (CNN) algorithm. There are two classes trained in this process. First 

is the image of a “BOX,” which later be classified as an obstacle. Second, is 
the image of a “STOP SIGN” classified as a target. The machine learning 

framework consists of several steps, including loading the dataset, pre-

processing the data, building the machine learning modelling using a 
convolutional neural network (CNN) algorithm, and evaluating and tuning the 

model. During the evaluation process, the model experiences overfitting. 

Hence remodelling the CNN algorithm is performed to respond to the 
situation. Splitting the data and drop-out regularization are selected to solve 

the problems. Once the model fits the assigned task, the CNN-based machine-

learning model can be deployed to the robot. Figure 1 shows the framework of 
machine learning used in this paper. 

 

System Electrical components 

Perception 
USB camera Logitech c525 
Ultrasonic sensor HC-SR04 

Cognition Raspberry Pi 4B 

Actuation 

12V DC motors 

Controlled wheels 
Motor driver L298N 

Power supply 
Wet battery 12V DC and 5 Amps/Hr 

Inverter (12V DC to 220 AC) 

UVC lamp controller 
Electronic ballasts 

5V Relay 
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Figure 1: Machine learning framework 

 

This machine learning model is trained using 40 iterations, and its 
performance is evaluated based on its precision, recall, and f1-score. Once the 

classifier model is optimized, the model is ready to be deployed to the A- UV 

robot. The A-UV robot utilizes the pre-trained classifier model to classify 
objects in its environment in real time. 

Real-time image classification on the Raspberry Pi 4B, the main 

controller of the A-UV robot, is achieved using the TensorFlow Lite 
Interpreter and OpenCV (Open-Source Computer Vision Library). Initially, 

the custom CNN model is converted into TensorFlow Lite file type. Along 

with the class labels, the converted model is then uploaded to the Raspberry 
Pi. With both files in place, the A-UV robot is prepared for image 

classification.  

The live webcam feed captures the input in video form, and OpenCV 
receives and processes the images from the webcam. Then, the images are sent 

to the classifier model to learn and classify the features of the captured images 

in real time. The resulting classified image is provided to the robot, allowing 
it to execute tasks based on the classification output. 

If the model classifies the detected object as a "BOX," the A-UV robot 

interprets it as an obstacle to be avoided. The robot executes a left turn 
according to the programmed instructions to navigate around the obstacle. 

Conversely, if the identified object is a "STOP SIGN," the robot recognizes it 

as a target to approach. The flow chart in Figure 2 outlines the assigned tasks. 
As shown in Figure 2, the A-UV robot is assigned to perform real-time 

image classification and distance measurement. Depending on the 

classification result, the robot will either autonomously avoid or approach the 
detected object. To assess its mobility performance, the A-UV robot undergoes 

testing in a 2.1 × 3 m workspace with arrangements of "BOX" and "STOP 

SIGN" objects. 
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Figure 2: Flowchart of the algorithm of assigned task for “BOX” detection 

and “STOP SIGN” detection 

 
Developing obstacle avoidance algorithm 
The robot is trained with a machine learning model to know the difference 

between the BOX and STOP as the surrounding obstacle and target, 
respectively. In our algorithm, (see Figure 2), the red colour rectangular shape 

indicates the specific collision-free that we need to introduce in our systems. 

Let us assume that the area of the autonomous robot will travel is 𝐶_𝑠ℎ𝑎𝑝𝑒 

consisting of 𝐶_𝑓𝑟𝑒𝑒 and 𝐶_𝑜𝑏𝑠. Now that 𝐶_𝑠ℎ𝑎𝑝𝑒 has been presented and 

consider the parts of C that are prohibited to travel to ensure collision-free, (see 

Figure 3).  

Let 𝐴(𝑞) ⊂ W denotes a closed set of points in the world occupied by 

the A-UV robot 𝐴 with configuration 𝑞 states. 𝐴 configuration 𝑞 ∈ 𝐶 places 

the robot into a collision if and only if 𝐴(𝑞) ∩ 𝑂 = ∅. (Here, the robot and 

obstacle are attempting to occupy at least one common point in 𝑊). We follow 

[42] to determine the set of all non-colliding configurations or free space which 
is defined in Equation (1) as:  

 
𝒞free = {𝑞 ∈ 𝒞|𝒜(𝑞) ∩ 𝒪 = ∅         (1) 

 

Start

Camera On

Stop Sign or 

Box  Detected

True

Stop sign detected:

Stop → Turn on UVC

Lamp (10s)

True

Finish

Go Forward

Ultrasonic Reading

Distance 

<30 cm

False

False
Print “No Stop

Sign Detected”

“Reading Situation”

Print “No Box 

Detected”

Box detected:

Turn Left → Go

Forward → Stop

False
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Figure 3: In the 𝐶_𝑠𝑝𝑎𝑐𝑒 the problem looks simply: Connect 𝑞_𝐼 to 𝑞_𝐺 while 
remaining in 𝐶_𝑓𝑟𝑒𝑒 

 
As shown in Figure 3, the working space for the experiment will contain 

one box as the representation of the obstacle. The camera will detect the 
existence of the box while the ultrasonic sensor keeps measuring the distance. 

Once the robot has reached its maximum distance from the obstacle, the 

obstacle avoidance algorithm is activated to guide the robot in navigating 
around the obstacle.  

 

 

Results and Discussion 
 

The result and discussion are divided into three stages, (a) developing rA-UV 
robot prototype, (b) testing the performance of the CNN algorithm in 

classifying objects, and (c) testing the mobility of the A-UV disinfection robot. 

 
Development of A-UV robot prototype 
The proposed A-UV robot structure consists of 3 levels. They are lamps stand, 

electronic box, and power supply box. The lamp’s stand is built with a height 
of 450 mm since it is designed for a 15-W UVC lamp. The electronics box has 

dimensions of 180 × 300 × 90 mm, and the power supply box is 300 × 300 × 

135 mm for width, length, and height, respectively. Therefore, the total 
dimension of the robot is 300 × 300 × 675 mm. Figure 4 shows the robot’s 

dimensions along with its part’s name. 

The lamp’s stand consists of two 15 W UVC lamps and a fitting tabular 
lamp. It is made from a rectangular aluminium hollow tube. All wiring 

connecting the lamp to the power supply is located within the tube to protect 

it from radiation. The electrical circuit box consists of Logitech c525, 
ultrasonic sensor HC-SR04 and breadboard, motor driver l298n, Raspberry Pi 

4B, and an additional small brown electronic box. The small electronic box is 

used to secure the additional wiring diagram. Meanwhile, the power supply 
box consists of two electronic ballasts, an inverter, and a wet battery. In 

addition, the bottom part of the A-UV robot consists of two controlled wheels 

along with its motor encoders and stand, and a single rolling caster wheel at 
the front side. 
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Figure 4: A-UV robot’s dimension and component arrangement 

 

The electrical assembly is divided into two parts. First, the electrical 
assembly of the power supply and UVC lamp controller. As shown in Figure 

5, the electrical diagram connects the wet battery and inverter to supply the 

power needed for the motor driver (12 V DC), UVC lamp (220 V), and 
Raspberry adaptor (220 V). The 12 V and 5 V- relays are attached to the 

electrical schematic to prevent signal interference, enabling the Raspberry Pi 

to control both the motor driver and the UVC lamp. In addition, a switch and 
indicator lamp were also installed to provide visual feedback on the operational 

status of the A- UV disinfection robot.  

 

 
 

Figure 5: Schematic of power distribution 
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Second, the electrical assembly that connects the perception and 
actuation system to the cognition system. Figure 6 shows the electrical 

diagram, between Raspberry Pi 4B, motor DC, ultrasonic sensor, USB camera, 

5 V relay, and UVC lamps.  
 

 
 

Figure 6: Electrical diagram of cognition, perception, and actuation system 
 

The proposed structural building and electronic assembly are then 

assembled as a complete A-UV robot prototype. Figure 7 shows the A-UV 
robot prototype, along with its components attached and arranged.  

 

 
 

Figure 7: Prototype of A-UV disinfection robot 

 

The prototype refers to the proposed design with dimensions of 300 × 
300 × 675 mm and consists of three main parts which are UVC Lamp’s stand, 

electrical circuit box, and power supply box. It is made of aluminium alloys 

materials because of their lightweight and non-corrosive behaviour [41]. 
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Performance of machine learning model using CNN algorithm 
A machine learning model with the CNN Algorithm is developed to train the 

robot to understand its surroundings and avoid obstacles. The architecture of 

CNN used in this paper is shown in Figure 8. The architecture of CNN used to 
train the autonomous UV disinfection robot consists of an input image, feature 

learning, classification process, and output in the form of the image’s label. 

The input of the CNN model are images of “BOX” and “STOP SIGN”. These 
images are then fed to the CNN model consisting of two main processes which 

are feature learning and classification process. Then, the output of the CNN 

model is in the form of the classified images’ labels such as “BOX” and “STOP 
SIGN”. Each process of CNN is described below. 

 

 
 

Figure 8: Architecture of CNN model for image classification 

 

Feature learning consists of two layers which are the convolution and 
pooling layers. The convolution is used to convert an image using the 

convolution function of some algorithm operation. It is a weight matrix that 

acts as a digital filter to extract the high-level features such as edges, colour, 
and gradient orientation from the input image [43]. Each filter produces a 

different output. In this paper, the Conv 2D layer is used due to the form of an 

image for the CNN input. The pooling layers are employed to combine the 
neighbouring pixels into a single pixel. There are two types of pooling layers 

which are the mean pooling layer and max-pooling layer [43]. In this paper, 

the max-pooling layer is implemented because it has good performance in 
pixel reduction and low-feature extraction. During the feature learning process, 

the Rectified Linear Unit (ReLu) activation layer is used. ReLu activation 

function is preferable because it can shorten the feature extraction process by 
randomly activating some neurons. 

The classification consists of flattened, fully connected, and activation 

layers. The feature map generated from the feature learning and extraction 
process is in the form of a multidimensional array. It needs to “flatten” or shape 

into a vector to fill the requirement as an input for the fully connected layer. In 
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the fully connected layer, all activity neurons from the previous layer are 
connected to neurons in the next layer. The fully connected layer is usually 

used in the deep learning method to process the data to be classified. Since 

there are only two classified objects (“BOX” and “STOP SIGN”), the sigmoid 
activation layer is used in this machine-learning architecture. To assess the 

performance of the CNN image classification model, the difference in 

validation and training accuracy and loss from each iteration are observed and 
shown in Figure 9.  

The training and validation accuracy of the model after going through 

40 iterations reached about 97% and 99%, respectively (Figure 9a). The loss 
can be minimized down to about 0.3% (Figure 9b). The model performance in 

classifying the images cannot be assessed only by observing the training graph. 

Hence the model’s precision, recall, and f1-score should be calculated based 
on the true-false model in classifying the images [33]. The performance of the 

CNN model in classifying the image can be seen in Figure 10. 

 

 
      (a)            (b) 

 

Figure 9: Accuracy (left) and loss (right) between training and validation 
performance of custom CNN model in the system 

 

As shown in Figure 10, from the total of 67 images of “BOX” being 
tested, the model can classify 65 of them correctly. Meanwhile, from the total 

of 61 images of “STOP SIGN”, the model successfully classified and labelled 

58 of them correctly. The performance of the model can be evaluated and 
calculated using the following Equations (2)-(4) [33]:  

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃 ÷ ( 𝑇𝑃 +  𝐹𝑃 )     (2) 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃 ÷ ( 𝑇𝑃 +  𝐹𝑁 )     (3) 
 

𝐹1 =  
(2× 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑅𝑒𝑐𝑎𝑙𝑙) 

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
                  (4) 

 

where 𝑇𝑃 is True Positive, 𝐹𝑃 is False Positive, and 𝐹𝑁 is False Negative. 

(a) (b)
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Figure 10: Predicted label (x-axis) actual label (y-axis) 

 

Using the information in Figure 10 and Equations (2), (3), and (4), the 
performance of the CNN model in performing image classification can be 

evaluated. Table 3 shows the report of CNN model performance. 

 
Table 3: Classification performance report 

 

Label Precision Recall F1-score 

(Box) 0.96 0.97 0.96 

(Stop sign) 0.97 0.95 0.96 

 

Based on the evaluation process, the CNN model has performed a good 
image classification task. Hence, this model is deployed to Raspberry Pi to 

help the A-UV robot detect the object in its path in real time. Figure 11 shows 
the output of  CNN model in Raspberry Pi. As shown in Figure 11, the CNN 

model successfully classified the captured image and labelled it accordingly. 

 

 
 

Figure 11: Predicted label (x-axis) actual label (y-axis) 

 

True Positive False Negative

False Positive True Negative

Box Stop Sign
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Real-time image classification is achieved using the TensorFlow Lite 
and OpenCV. Firstly, the pre-trained model is converted into TensorFlow Lite. 

Along with the class labels, the pre-trained model is then uploaded to the 

Raspberry Pi. Webcam and OpenCV are used to capture the images in real-
time and then feed them to the pre-trained model as the input. The performance 

of real-time image classification itself can reach up to 30 frames per second 

(FPS). However, its performance is decreasing due to the combination with 
other tasks like obstacle avoidance and disinfection process.  

 

Performance of A-UV disinfection robot using CNN algorithm 
After the prototype is built and the machine learning model is trained, the 

machine learning model is then deployed to the robot’s cognition system. The 

experiment was then performed by assigning a task to the robot. The robot 
operated its task in the indoor workspace with the size of 2.1 x 3 m with an 

ambient light environment. Figure 12 shows the performance of the robot in 

trajectory movement. Step (1), the robot moves straightaway. Once an obstacle 
in the form of “BOX” was detected in front of it with a distance less than 30 

cm, it was then avoided by turning to the left (Step (2)). It then moves back to 

its original trajectory path (Step 3) until the “STOP SIGN” is detected. The 
robot approached it until the distance was less than 30 cm. The robot stopped 

and performed the disinfection process by automatically switching on UVC 

lights for about 10 seconds (Step 4). Based on this experiment, the robot has 
performed its assigned task successfully.  

As shown in Figure 12, the A-UV disinfection robot can perform its 

disinfection task autonomously without any human interference. In addition, 
this result proves that the proposed autonomous A-UV robot using the CNN 

method can be an option for A-UV disinfection. 

 
 

Conclusion 
 
In this paper, an autonomous robot prototype for A-UV disinfection 

application has been successfully developed using the CNN algorithm. The 

CNN algorithm is used to provide ability to the robot. Two main contributions 
of our study have been delivered and achieved successfully. Firstly, the CNN 

algorithm model has been developed with training and validation accuracy of 

97% and 99%, respectively, after 40 iterations. Secondly, the compact design 
of the A-UV is achieved with the dimension of the proposed prototype to fit to 

narrow workspace area has been fulfilled. The prototype robot with a 

dimension of 300 ×300 ×675 mm is built consisting of a power supply box and 
electrical circuit box at the lower part, and a UVC lamp’s stand at the upper 

part. It is equipped with a unique lamp stand that allows the UVC lamp to 

radiate its wavelength uniformly. As a result, the autonomous UV robot can 
perform the task autonomously based on the output of the classified captured 
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object during the trajectory movement testing. The autonomous robot can 
avoid and detect obstacles represented by a box and stop sign, and approach 

the aim successfully. These results imply that the proposed autonomous UV 

disinfection robot using the CNN algorithm is reliable and can be applied in 
deep learning vision-based applications. For future work, we aim to formalize 

the collision-free of the autonomous robot to have a safety guarantee operation, 

where the mathematical definition will be delivered and incorporated with the 
CNN to enhance the performance. Furthermore, the integration of 

Simultaneous Localization and Mapping (SLAM) technology and Robot 

Operating System (ROS) will be explored. SLAM technology will facilitate 
the robot to map its working environment. Subsequently, the map that is 

created will be used by the ROS to tell the robot its current location within the 

environment. The combination of CNN image classifier, obstacle avoidance, 
SLAM, and ROS will ensure robot capability for autonomous operation in a 

real application environment such as a hospital. 

 

 
 

Figure 12: A-UV robot (above) trajectory movement from top view (below) 

performs the task autonomously 
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