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Abstract—The increasing usage of classification algorithms has encouraged researchers to explore many topics, including academic-related topics. In addition, the availability of data from various academic information management systems in recent years has been increasing, causing classification to become a technique that is in demand by educational institutes. Thereby, having a classification technique is important in researching the data on students’ performance. The purpose of this study is to classify students’ performance by using a polynomial kernel of Support Vector Machine (SVM) on online students’ activities. A new dataset is proposed in this study, which consists of academic and student online behaviours that influence the students’ performance. The proposed dataset also undergoes pre-processing stage to improve the accuracy and identify the significance of the proposed features. The experiment for SVM-POLY classification performance was set with a range of values on the parameters to be optimised by an optimisation algorithm, Grid Search. Classification accuracy, Precision, Recall and f1-score were applied to observe the result and determine the best classifier performance. The experimental results show that SVM – POLY, with a gamma value of 0.005, regularisation value of 0.1 and degree value of 1, come out with the best performance compared to a default value of SVM – POLY. The study is significant towards educational data mining in analysing the students’ performance during online students’ activities.

Index Terms—Student performance classification, SVM, polynomial

I. INTRODUCTION

Support Vector Machine (SVM) is a supervised learning algorithm that is used for classification, regression and outlier detection [1]–[3]. The SVM classifier’s goal is to find a linear hyperplane or “thickest hyperplane” that is also known as a decision boundary that separates the data in such a way that the margin is maximised [4], [5], [6]. Choosing the boundary that maximises the margin will decrease the chances for misclassification of unknown items in the future [5], [7]. SVM has been used as a classification technique in several applications, including educational purposes [1][2][8]. They include early detection of at-risk students [9], factors influencing student achievement [10] and causes of poor academic performance among students [11]. Research such as predicting student performance is important in every educational institutes in order to maintain the student's good performance.

Student performance has been a widely explored research topic in the past few years [1]–[10] due to exciting information that can help educators and students, mainly when sophisticated algorithms are applied [22]. The growing research on student performance has involved a variety of features in analysing the performance. Different authors used different features in conducting their student performance research. Some research used demographical features and students’ personal information to study student performance [12], [19], [20], [23], [24]. Other research also used features that related to students’ behaviour and mental development during their studies [1], [14], [25]–[27]. Commonly, most of the research used academic features such as CGPA, internal assessment, External assessment, Examination final score and extra co-circular activities of the student as prediction criteria [8], [12], [15], [28]–[30]. Thus, previous research showed that many categories of features could be used for analysing students’ performance. There were no specific features to study their performance as students would be influenced by socioeconomic, psychological, and environmental factors [31].

In past research, many researchers conducted experiments related to students’ performance classification. Most of the research used demographical factors and academic factors in conducting their studies. Demographical factors are factors involving the background of a student, such as gender, age and nationality. Academic factors are factors that are mostly used by researchers to evaluate the student’s performance, for instance, grades, scores, exercises and assignments. Some of the demographical features also used parents-related information as examples, parents’ responsible [1], parents’ occupation [12], family size [12] and parental status [32]. Another factors that were used when conducting students’ performance study were students’ interest in a subject, engaging time and students’ behaviour. These features were the examples of psychometric features [33].
Students’ performance based on demographical factors, such as parents’ information and previous school performance, are not able to get an accurate result as the factors are not directly related to their performance, and student’s performance can be improved and differ from their past performance. Research also found that students’ demographic characteristics (i.e., gender, year of curriculum) and the external environmental features (i.e., type of admission, home location) were not determinant factors of their intrinsic and extrinsic motivation towards medical students’ performance [34]. Thus, the need to have a dataset with features that emphasize the students’ performance is significant. Rather than the standard demographical features used for the evaluation, features such as academic and students' behaviors should be emphasized. The use of these features highlights the performance of the students academically and also their mental development during their study journey.

This paper focuses on Support Vector Machine (SVM) model and a new proposed dataset. The core contribution is to suggest a new approach to evaluating students’ performance by using a combination of academic and features related to students’ behavior. The proposed dataset consists of a few categories. Some features, such as accessing notes, exercises and assignments, have sub-categories to determine the students’ behavior and the outcomes of the assignments during the class. The difference in the behavior may indicate students’ attitudes, whether they are well-prepared students, in-class students or others. The academic factors will show the student’s understanding and proficiency towards the course from the assignment results. In addition, the dataset needs to be pre-processed due as it is raw data. Data standardisation and feature selection processes are executed to pre-process the dataset. For data standardisation, the Z-score method is used to standardise data, while Chi-squared Test is used as a feature selection method to select significant features.

Support Vector Machine (SVM) are a type of binary linear classifier that aim to find the optimal decision boundary that separates two classes with the largest margin. There are some advantages of SVM compared to other classifiers. SVM works well with high-dimensional data. SVM can efficiently handle high-dimensional data because they only require a subset of the training data to compute the decision boundary, known as support vectors [35]. SVM can handle non-linear decision boundaries. SVM can use kernel functions to transform the input space into a higher-dimensional space, where a linear decision boundary can be found [36]. This makes SVM suitable for applications where the data is not linearly separable [25]. SVM are less prone to overfitting. SVM aims to find the decision boundary with the largest margin, which can reduce the risk of overfitting the training data [5]. Additionally, SVM use regularization parameters to control the complexity of the decision boundary and prevent overfitting [37]. SVM have several advantages over other classifiers, such as their ability to handle high-dimensional and non-linear data and their reduced risk of overfitting. This is suitable to be used with the proposed dataset. The objective of this research is to find out the effectiveness of the significant features of the proposed dataset and to study the effect of using optimization method, Grid Search towards Support Vector Machine (SVM). The strength of having the Grid Search method is it improves the classification model by finding the best parameter for the model. The scope is limited to enhancing the classification model and using the proposed dataset as data for this research. The shortcomings of having the proposed dataset are the imbalance in the number of failed and passed students.

In this paper, a classification of the student’s performance using the proposed dataset has been performed. SVM with a polynomial kernel was chosen as a classifier to be used during the classification process. The method applied was discussed thoroughly in this paper. This research makes contributions to researchers and practitioners in students’ performance classification by introducing a new dataset that focuses on academic factors and student behavior factors rather than demographical factors to analyse the students’ performance.

The rest of this paper is organised as follows. Section II presented the literature review of other research on the features and methods used to study students’ performance. Section III elaborated on the theoretical background of the methods used in this research, data collection and flowchart of the process. Section IV was on the result of the research. The conclusion of the paper is presented in section V.

II. RELATED STUDIES

Studies on students’ performance are still progressing until the present day. It is important for universities or any educational sector to adapt to the students’ growing development throughout their studies. Many data are used for student performance evaluation. However, no specific criteria or features can study students’ performance as each student has varieties of personalities and backgrounds with a different history that may impact their future studies [15]. Commonly, researchers used classification, a part of the data mining function, to study and gain more insights regarding student performance classification.

Students’ online activities already exist in many research. In [24], the researchers used three different feature categories to analyse students’ performance; demographic, engagement and past performance. The results showed that engagement and past performance had the highest accuracy in affecting the students’ performance. Other research also used a few features that belong to the academic and psychometric categories, such as the number of view course content [38], the number of each access to learning dashboards [38], total time spent online [38], student engagement in the course [12][39], online session assessment [39], students’ activity log [40] and more. The researchers widely used both these categories to find the factors that can determine the students’ performance.

The Chi-squared test is a univariate feature selection algorithm used to test independence and estimate whether the class label is independent of a feature [47]–[50]. This test has two main phases of the algorithm. In the first phase, consistency checking is performed as the stopping criteria, whereas in phase two, the results of phase one are checked. It continues until there remain no attributes for merging [49]. According to [51], Chi-squared Test is utilised to obtain the significant connection between two categorical variables. In addition, this method belongs to the filter method category. It uses a ‘proxy measure’ calculated from the general characteristics of the training data to score features or feature subsets as a processing step prior to
improved the accuracy of the result from 80.50% to 92.09% by using Gain Ratio and Correlation feature selection had significantly increased the accuracy of the result from 80.50% to 92.09%. The chi-squared test has certain limitations and assumptions when interpreting the results. The first limitation is sample size [41]. The chi-squared test requires a sufficiently large sample size to produce reliable results. If the sample size is small, the test may not be able to detect significant associations, even if they exist. By increasing the sample size can improve the power of the test and make it more reliable. Other than that, the chi-squared test assumes that the observations in each category are independent of each other. This means that each observation must be independent of all other observations [41].

The chi-squared test assumes that the data are independent, categorical, and randomly selected. If these assumptions are not met, the test may not produce valid results.

The chi-squared test evaluates each of the features by the value of chi-squared. The higher the chi-squared value, the higher the contribution to the students' performance. Chi-squared Test was also used to determine if the two or more classifications of the samples were independent or not [41]. To confirm whether the chi-squared value is high enough to reject the null hypothesis, p-values are considered. The null hypothesis of the Chi-squared test claimed that by having a p-value higher than 0.05, there is no relationship between the feature and the target feature (independent). Otherwise, the feature is considered dependent on the target variable. The null hypothesis is rejected if and only if p is less than α [42]. Due to that, the Chi-squared method was used to find out the Chi-squared value and its p-value. For the Chi-squared test, the red dotted line was also created in the scatter plot in the result section to show the p-value equal to 0.05.

In education, it has been used to analyze student performance, investigate the effectiveness of educational interventions [43], and explore the relationship between different demographic factors and academic outcomes [44]. One example of the Chi-squared test being used in education is in analyzing student performance in exams. By comparing the distribution of correct and incorrect answers for different groups of students, the Chi-squared test can help identify potential biases or disparities in the exam, such as the exam being more difficult for certain groups of students. Another example is in evaluating the effectiveness of educational interventions. For example, the Chi-squared test can be used to analyze the impact of different teaching methods on student learning outcomes. By comparing the distribution of grades before and after the intervention, the Chi-squared test can help assess the effectiveness of the intervention.

A research study used a few feature selection algorithms in predicting students' academic performance [48]. The result of the study recommended the use of the Chi-squared Test for the feature selection process as it is an important technique in predicting student performance. Another research in identifying predicting factors of student retention had shown that the use of feature selection algorithms such as the Chi-squared Test, Info Gain Ratio and Correlation feature selection had significantly improved the accuracy of the result from 80.50% to 92.09% by reducing the number of features used in the research [53]. In addition, research on the comparison of feature selection methods for academic data analysis also concluded that the best feature selection method before creating predictive models was the Chi-squared statistic method [54]. Besides, a study stated that Chi-squared Test extracted the most appropriate high-ranked features having a significant role in student grade prediction [55].

SVM is considered a good classifier because of its high generalisation performance without adding a priori knowledge, even when the input space dimension is very high [36]. If the data are not linearly separable, the researcher can choose a few kernels function to adapt to the situation, consisting of kernel functions from an array of linear, radial basis, sigmoid second-order multiple, polynomial and reverse second-order kernel [25]. The idea of SVM is to find the points of data known as support vectors, which define the widest linear margin between two classes. Two tricks can be performed to the non-linear class boundaries; first, mapping the data to a higher dimension, where there is a linear boundary and second, allowing misclassification by defining a soft margin. A compromise of these two approaches will avoid overfitting and preserve good classification accuracy [26], [37], [45].

The application of the SVM model in the educational field was widely used due to its good performance [46][47][48][49]. A finding was declared by a systematic review [46] stating that SVM had minimum accuracy of 80% and maximum accuracy of 98%. There are few applications of SVM kernels in the classification area. For instance, linear SVM was used for the prediction of student performance in school-based education [47], and SVM with Radial Basis Function (RBF) was used to investigate students’ pre-admission academic profile and final academic performance by predicting students’ performance [48], and Polynomial SVM was also used in fostering students’ performance by accessing learning quality [49].

SVM-POLY as SVM with the polynomial kernel is one of the classification algorithms that is frequently used in the classification area, and several findings from existing studies have shown the quality of having SVM-POLY as a classification algorithm. For instance, SVM-POLY has been used for accessing learning quality by estimating students’ performance at examinations[49]. The use of SVM-POLY can indicate whether the dataset had linear or non-linear characteristics. In [49], the high accuracy achievement, 82.6% by a polynomial of degree 3, showed that the dataset had non-linear characteristics. A study [50] that used the same classification algorithm stated that the use of a UCI dataset, such as the Iris Dataset resulted in 96.64% accuracy. Besides, an experiment on students’ performance measures had been successfully executed with an accuracy of 97.62%, and the researchers stated that the methodology could be implemented to help teachers and students to improve learning quality and student performance by taking a significant decision at the right time [51].

To improve the performance of the SVM, the hyperparameter needed to be optimised. One of the optimisation methods that are often used by researchers is the Grid Search method. Grid
Search applies the brute-force method to generate candidates from the grid of parameter values specified with the parameter [52]. Another research [53] stated that the method works by searching the combination of parameters that are specified and then declaring the best parameter value based on the minimum classification error to build the classification model. There are few applications of the Grid Search method to improve the classifier model in previous research. A study on student pass rates [54] using optimised SVM and decision tree showed promising results when the model could achieve above 90% accuracy value. Grid Search was also applied in E-commerce [55], which resulted in an improvement in the accuracy of the SVM model by 26.4%. Other than that, a study on coronary artery diseases [56] also improved the SVM model and resulted in 88% accuracy. Previous research showed that the application of the Grid Search method and SVM were often used by researchers. The improvement of the SVM model when using the Grid Search method can guarantee the effectiveness of the Grid Search method in tuning the parameter.

III. METHODOLOGY

This section is separated into several sections, beginning with the theoretical background of the feature selection techniques used in the research and followed by the flow of the process. The intelligence technique was then conducted in Python in Anaconda Navigator (Anaconda3) platform.

A. Theoretical Background

1) Chi-squared Test

Pearson’s chi-square test of independence is a statistical method used to identify the degree of association between variables [57]. This technique is applied to analyse the dependency of all attributes (factors) on the outcome attribute. So chi-square method proves helpful here. For a contingency table with ‘r’ rows and ‘c’ columns, the formula for finding the chi-square is given in equation (1).

\[ x^2 = \sum \frac{(observed-expected)^2}{expected} \]  

(1)

The predetermined level of significance is taken as 5%, and P-values are identified using the chi-square values for each attribute.

According to [58], Chi-square is used for assessing two kinds of comparing: tests of independence and tests of goodness of fit. In feature selection, the test of independence is assessed by chi-square and estimates whether the class label is independent of a feature. The Chi-square score with C class and r values is defined as (2):

\[ x^2 = - \sum_{i=1}^{r} \sum_{j=1}^{c} \frac{(n_{ij}-\mu_{ij})^2}{\mu_{ij}} \]  

(2)

\( n_{ij} \) is the amount of samples with the \( i^{th} \) the feature value. 
\( n_{ij} \) is the amount of samples in class \( j \). 
\( n \) is the number for samples.

2) Support Vector Machine

Support Vector Machine (SVM) is a powerful machine-learning tool which was proposed by [59] and has become more attractiveto machine-learning researchers and the community. The algorithm of SVM has been proven effective to be used in regression and classification methods. Based on previous studies from [51], the study reported that the SVM is generally able to result in the best accuracy of classification compared to other methods. Also, SVM can perform linear and non-linear classification with high efficiency. However, the challenge of using SVM in classification or regression is to find the best penalty term parameters and kernel parameters. It is because SVM is very sensitive to the parameter used [60].

The main concept of SVM is illustrated in Fig. 1. SVM techniques can be explained as a process of separating two different classes in feature space, such as positive and negative. Discovering the hyperplane that separates those classes is the main issue in the classification process, where this hyperplane depends on the maximal margin [61]. Several optimisation problems can be tackled by SVM, such as regression issues and data classification issues. Distinguishing the positive and negative data points requires identifying a hyper-plane to separate the data points into two classes. Fig. 1 shows the hyperplane that is considered as a decision boundary for linear SVM.

![SVM hyperplane](image)

Fig. 1. Illustration of SVM hyperplane [62]

a) Polynomial Kernel of SVM

![Polynomial Kernel of SVM](image)

Fig. 2. An SVM example for non-linearly separable data with the kernel trick
The basic function of the polynomial is not featuring input samples to regulate their resemblance yet combinations of these. Such mergers were named as interaction features for the regression analysis. The polynomial regression will be similar to the feature space of the kernel itself if the combinatorial blow-up number of parameter to be recognised [63]. The mathematical equation for a polynomial is represented in (4) below. The features will correlate with the logical conjunction of the input if and only if the input is binary-valued, as in Booleans. Despite its limited distinct performance, the polynomial kernel is a universal kernel function and directional.

\[ K(x, x_i) = [\gamma \ast (x \ast x_i) + \text{coef}]^d \]  

where \( K(x, x_i) \) is the kernel function for polynomial and \( d \) = dimension of mapping function grows. By default, the degree of \( d \) is set to 3, \( \gamma \) is 1/k (is the number of class), and coef is 0.

3) Grid Search

The working principle of this method was to search the combination of parameters in the given length of a region that was set up. The method will then issue the best parameter based on the minimum classification error to build the classification model. There were some advantages of having this method; (1) this method did not perform extensive parameter search like any approximation methods or heuristics; (2) The computational time to find the optimal parameter values by the Grid Search is not much more than those by advanced methods [53]; (3) The Grid Search can be easily parallelised because each pair is independent [53]. In addition, the Grid Search is an iterative method, and many advanced algorithms are based on iterative processes.

4) Performance Criteria

A. Confusion Matrix

The matrix in which the matrix row designated the target/real class and the matrix column shows the targeted class referring to the confusion matrix as in TABLE I [63]. The matrix comprises four parameters which are false negatives (\( F_n \)), false positives (\( F_p \)), true negatives (\( T_n \)) and true positives (\( T_p \)) or or, the matrix form can be indicated as \( [T_n \; F_p] \). \( T_p \) is the data exactly grouped data to passed students, \( T_n \) is the data exactly correctly grouped data to failed students. \( F_p \) is the data misclassified to passed students and \( F_n \) is the data misclassified to failed students. The example of a confusion matrix is as follows:

**TABLE I**

<table>
<thead>
<tr>
<th>Data Class</th>
<th>Classified as High</th>
<th>Classified as Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>True High (( T_p ))</td>
<td>False Low (( F_n ))</td>
</tr>
<tr>
<td>Low</td>
<td>False High (( F_n ))</td>
<td>True Low (( T_n ))</td>
</tr>
</tbody>
</table>

The result from the SVM model using a polynomial kernel was tested into the model and was accepted once it passed the performance criteria as a confusion matrix, precision, recall, f1-score and ROC.

i) Accuracy

The overall capability of a classifier is evaluated through accuracy[63]. It can be written as shown in (5).

\[ \text{Accuracy} = \frac{T_p+T_n}{T_p+T_n+F_p+F_n} \]  

(5)

ii) Precision

Precision represents the positive test cases that were correctly classified as predicted[65]. The mathematical equation for precision as shown in (6).

\[ \text{Precision} = \frac{T_p}{T_p+F_p} \]  

(6)

iii) Recall

Recall represents the fraction of actual positive test cases that were properly classified[65]. The mathematical equation for the recall is as shown in (7):

\[ \text{Recall} = \frac{T_p}{T_p+F_n} \]  

(7)

iv) F1-score

F1-score represents the precision and recalls harmonic mean[65]. The mathematical equation for f1-score as shown in (8).

\[ f1-score = \frac{2T_p}{2T_p+F_p+F_n} \]  

(8)

B. Data Collection

The new data is extracted from a website that performs online learning for computer courses. The collected students' data consisted of 101 students from semester three of the School of Electrical Engineering of UniversitiTeknologi Mara. Most of the data were based on students’ activities during online learning sessions in a course. TABLE II depicts the inputs as classification features for this work.

**TABLE II**

<table>
<thead>
<tr>
<th>No.</th>
<th>Features Used in the Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Accessing course materials</td>
</tr>
<tr>
<td>2.</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Note length</td>
</tr>
<tr>
<td>6.</td>
<td>Accessing exercises materials</td>
</tr>
<tr>
<td>7.</td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td></td>
</tr>
<tr>
<td>10.</td>
<td>Tutorials Sections</td>
</tr>
<tr>
<td>11.</td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td></td>
</tr>
<tr>
<td>13.</td>
<td>Test 1 (Pass/Fail)</td>
</tr>
</tbody>
</table>

The features for the classification of the data are examined based on the students’ online activities during their online classes. As exhibited in TABLE II, accessing course materials,
accessing exercises materials and tutorial sections are considered as the behaviour and learning outcomes of the students. Both courses and exercises feature datasets that record the students’ behaviour in accessing the materials. In addition, these behaviours are divided into four groups; before class, in class, during other class and after class. These groupings are to isolate whether the students accessed or revised the materials before class, in class, during other classes or after the class. For note length, students’ notes were recorded on the learning website. Also, there are three categories for tutorial sections: ‘correct 3 and above’, ‘answer all questions’ and ‘wrong before correct’. These categories are to demonstrate the course’s understanding and learning outcomes of the students when the assignments are assigned by the tutor. The output variable for this research is ‘test 1’. This variable determines whether the students pass or fail.

C. Experiment stage

1) Data Standardization (Z-score method)

The standardised variable is called the z-score. Other terms include z-values, standard scores, and normal scores. These terms can be used interchangeably, as in this manuscript. The z-score measures exactly how many standard deviations are above or below the mean of a data point. The above-average data point has positive standard scores, while others have negative standard scores. Standard deviation and z-score values are shown as representative in normal distribution [66]. According to [67], the Z-score is a form of standardisation used for transforming normal variants into standard score forms. Given a set of raw data Y, the Z-score standardisation formula is defined as (9):

\[ X_{ij} = Z(X_{ij}) = \frac{x_{ij} - \bar{x}_j}{\sigma_j} \]  

(9)

where, \( \bar{x}_j \) and \( \sigma_j \) are the sample mean and standard deviation of the \( j \)th attribute, respectively. The transformed variable will have a mean of 0 and a variance of 1. The location and scale information of the original variable has been lost, and one important restriction of the Z-score standardisation is that it must be applied in global standardisation and not in within-cluster standardisation [67].

2) Feature Selection Process

The experiment started by the process of data collection. The data collected during online learning were in raw data. The data needed to be standardised for the experiment. The importance of having data standardisation when pre-processing the data was to scale or control the variability of the dataset. Thus, Z-score method was chosen as the method for standardising the data. Feature selection is performed after data standardisation to identify the significant features that affect the students’ performance. The method used for feature selection process in this paper was Chi-squared Test from filter method categories [68]. The result of the pre-processing stage will be displayed through a table in results section of this paper.

3) Classification Process

After the feature selection process, the data were divided into 80:20 training and testing ratio respectively. The training data was used to train a classification model to predict the outcome for the experiment prediction. The testing data was used to measure the performance, such as accuracy, of the classification model that was trained.

For this phase, there were two classifications that had been done in the experiment. The differences between the classifications were on the application of feature selection process. One of the classifications did not involve the use of feature selection process while the other classification involved the application of the process. The purpose of having the two different classifications were to test the features of the proposed dataset and compare the results when using all features and only significant features.

The experiment used Support Vector Machine – Polynomial, SVM-POLY as classifiers for the classification process. Polynomial of SVM had a few hyperparameters such as Gamma, C and degree. These hyperparameters needed to be adjusted to maximise the classification model’s predictive accuracy. Thus, the Grid Search method was used as an optimisation method to optimise the hyperparameter of the SVM-POLY. The output was then generated, and the data were classified. The output data that did not meet the performance criteria set will go through the classifying process again until it met the criteria. The method used to evaluate the performance criteria was by using confusion matrix, precision, recall and f1-score. The flow of the system is summarised as shown in Fig. 3.

Fig. 3. The Flowchart of the Process
IV. RESULTS AND DISCUSSION

A. Feature Selection Test

The research was performed by using collected data from an online learning website. The data consisted of UniversitiTeknologi MARA (UiTM) students that took a computer class. The main classifier used in this study is SVM with polynomial kernel (SVM-POLY). The proposed data that was used in this research comprised two datasets. The first dataset was the initially proposed dataset without performing any feature selection process, as shown in Table II. The second dataset had a few features that were chosen by a feature selection method. The feature selection method to be used for this research is the Chi-squared test. Due to the different datasets used, a comparison can be made by comparing the accuracy of the results. The different accuracy between the original dataset and the dataset that undergoes the feature selection process would show the significance of those features towards the performance of the students. Before executing the feature selection process, the dataset was standardised by using the Z-score method.

1) Chi-squared Test

As mentioned previously, the Chi-squared test evaluates each of the features by the value of chi-squared. The higher the chi-squared value, the higher the contribution to the student’s performance. The differences in the features chosen by the Chi-squared test are presented in the bar plot in Fig. 4. The features in descending order consisted of ‘After-class notes’, ‘During-other-class notes’, ‘In-class notes’ and ‘Before-class notes’. The test selected ‘After-class notes’ as the most significant feature as it has the highest chi-squared value.

Chi-squared test also analyses the dependency of all features on the outcome feature [76]. This proposed dataset is suitable for this method as the features in the dataset will be evaluated to investigate the correlation and the contribution of the features towards the outcome feature, ‘Test 1’. The larger the chi-squared value, the higher the probability of a significant difference in the feature. As depicted in Fig. 4, the findings infer that the highest value of chi-squared implies a highly influential factor. Thus, ‘After-class Notes’ is the most significant feature that affects the student’s performance compared to other features.

B. Classification Stage

The kernel used in this research was polynomial kernel. The configuration of the polynomial parameter was optimised by using the optimisation method, Grid Search. The method was capable of tuning the parameter to give improved accuracy result. To tune the parameter, some parameters needed to apply the value range first as guidelines for the Grid Search method to search for the best parameter. For polynomial, there are four parameters that can be configured to improve the classifier; C, γ, r and d [53]. The coefficient parameter, r was kept constant with the default value, 0.0. For the degree parameter, three different values were set (1, 2 and 3). These values are commonly used by some researchers [53], [72], [73]. In addition, the regularisation parameter, C and gamma parameter, γ were configured to a specific range of values according to research [74]. The configurations were done as follows: C (0.1, 0.2 ...1.0) and γ (0.005, 0.010...0.060). Each parameter had its own role in improving the classifier. Parameter γ had an influence on classification outcomes as it affects the partitioning in the feature space [53]. An excessive and disproportionately small value of parameter γ would result in over-fitting and under-fitting, respectively. The degree value was defined as the dimension of the mapping function growth [75]. The dimension of the mapping function grows with the value of the dimensionality of a kernel. Parameter C acts as a free parameter in the polynomial that trading-off the impact of higher-order versus lower-order terms [76]–[78]. If C is too large, then error minimisation is predominant. Otherwise, the margin maximisation is emphasised when C is too small.

The results showed that the classification accuracy for both datasets was the same. Before the tuning process, the classifier in both datasets had an accuracy score of 90.5%. After the tuning was performed by the Grid Search method, the accuracy score significantly increased from 90.5% to 95.2%. Hence, it was proven that by tuning the parameter of the polynomial kernel, the performance of the classifier could be improved. During the tuning process, the Grid Search method finalised the search for the best parameter value for the polynomial as follows: C = 0.1, γ = 0.005 and degree = 1. Hence, Fig. 5 shows the result of the classification accuracy before and after the tuning process.
Fig. 5. Classification Accuracy

Fig. 6 showed the other performance criteria that were used to evaluate the performance of the classifier. The figure also tabulated the performance results obtained by the classifier below the bar chart. Both datasets had the same results before and after the tuning process in terms of precision, recall and f1-score despite having different numbers of features used. Precision was used to evaluate the positive test cases that were classified correctly by the classifier [65]. Classifiers in both datasets had the same precision value of 0.95, which indicated that they were able to make most of the classification correctly. For the recall, there was an increase after the tuning process for both datasets from 0.95 to 1. Recall was defined as the capability of a classifier to classify low-quality [63], [65]. For the f1-score, there was a slight increase from 0.95 to 0.98 for both classifiers after the tuning process. The f1-score represented the precision and recalled harmonic mean [65].

From the confusion matrix, there were two labels; true label and predicted label. The labels acted as indicators for the researcher to observe the number of correct and incorrect predictions made by the classifier. The results of confusion matrix for classifiers in both datasets were slightly different. For the original datasets as shown in Fig. 7 a), the true positive value was 19 out of 20 actual positive which indicated that the classifier was able to correctly classify 19 passed students and misclassify 1 failed students. Thus, the TP value was 19 and FP value was 1. The model also misclassified 1 passed students which made FN equal to 1. For TN, it was 0 as there was no classification of failed students occurred. After the tuning process, the original dataset had true positive value of 20 out of 21 actual positive. This showed that there was 20 passed students that managed to be classified correctly by the classifier and only misclassify 1 failed students. Thus, the TP value was 20 and FP was 1. For TN and FN, the value was 0 as there was no classification and misclassification of failed students occurred respectively. For the second datasets, both confusion matrix in Fig. 7 c) and d) showed the same result as original dataset after tuning process.

The performance of using original dataset was better when the method involved the use of optimization method. For the second dataset, the outcome showed that the classifier achieved same results before and after the optimization process. The use of significant features in this dataset had improved the performance of the SVM model. In addition, the use of optimization process was supposed to give more improvement on the model. The unaffected result was due to the optimization process that already achieved the near-optimal in terms of their parameter configurations, and no further improvement could be achieved through parameter tuning.

A few findings can be concluded from the result. The Grid Search method improved the accuracy of the classification model. The absence of the Grid Search method caused the hyperparameter of SVM-POLY to be in default configuration of the software used. The use of the Grid Search method optimised the hyperparameter of SVM-POLY and thus improving the model’s accuracy from 90.5% to 95.2%. In addition, the second dataset that used Chi-squared Test also managed to choose important features that affect student performance which resulted in the same accuracy as the original dataset after the tuning process.

There was a study that showed an SVM model with and without feature selection performed better than grid search in the study’s cases [79]. Despite that, our study showed that by using Grid Search method, the SVM model can be improved even without having feature selection process as shown in the original dataset. This proved that an optimization method is important in improving and optimizing the classifier model.

Another method of displaying the summary of prediction results on the classification was by using confusion matrix.
V. CONCLUSION

In this paper, a study on student performance classification by using Support Vector Machine (SVM) with polynomial kernel is presented. Experiments for SVM – POLY were conducted with the original dataset and the dataset without the feature selection process (second dataset). Both datasets were also experimented with using an optimisation algorithm to make comparison of the effect of the algorithm towards the classification performance. During the optimisation process, the value of C and γ were varied; (0.1, 0.2 ...1.0) and (0.005, 0.010...0.060), respectively. The results showed that the optimisation done by the Grid Search towards the parameters C (0.1), γ (0.005) and degree (1) of the SVM-POLY model improved significantly from 90.5% to 95.2% accuracy. Hence, it was concluded SVM -POLY with C value of 0.1, γ value of 0.005 and a degree value of 1 can give the best performance in classifying the student’s performance during online learning activities.

Research which involves the use of academic features and student online behaviours, Chi-squared test and SVM -POLY with Grid Search algorithm is recommended to be used in future research. In addition, it is better to have a bigger range containing useful tunings for the optimisation process. The study can also be enhanced by providing data that have balanced failed and passed students so that the classification model can be further improved by classifying both failed and passed students correctly.
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