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Communication within a CVE using an avatar requires an efficient and realistic embodiment (Cuddihy and
Walters 2000; Capin and Thalmann 1999). In order to further improve realism using avatar communication, human
behavior could be integrated into the avatar. This could be achieved through a few methods.

One method is mapping the user's face to the avatar to give the avatar an identity. Using the user's own picture
will solve the problem when a few people use the same avatar. This option does not only improve the current CVE
system, which only use the avatar's name appeared on ~he top of the avatar head, but also gives a more presentable
avatar's appearance.

Another method is enabling live facial expressions (live video) to be textured mapped onto the avatar (Wang
2004; Pandzic, Capin, Magnenat-Thalmann and Thalmann 1996). This could be done using real time video and
textured map onto the avatar face. This technique requires each user to have a video camera attached to the CVE
system. Conventional live videoconferencing is not suitable to be used within the CVE's because it requires a
separate window, which will again lead to divided attention for users. The importance of live facial expression used
in a CVE system is that it will improve the realism of communication and interaction through the avatar because it
will show the current emotion of the user.

Apart from using live textured maps of facial expressions, predefined facial expressions could be used to
improve the realism of communication and interaction for avatars. This is the easiest way to implement facial
expressions. Users simply type the keyboard smiley (i.e.,©, :0(, @, etc) to show their expression to others. This
predefined facial expression is stored in the CVE's module engine and could be retrieved when needed. This option
is not as good as live expression because users need to remember keys on the keyboards that represent each
expression. In some occasions, predefined facial expressions cannot give the exact user facial expression because
when the user is talking, they tend to make other kinds of action at the same time such as rubbing the chin.

To date little research has been carried out to show the importance of facial expression as a means of
communication within CVE's because it is useful for representing intentions, thoughts, and feelings (Pandzic, Capin,
Lee, Magnenat-Thalmann and Thalmann 1997). The research shows that facial expression improves communication
in a CVE system (Salem and Earle 2000; Pandzic, Capin, Lee, Magnenat-Thalmann and Thalmann 1997; Fabri,
Moore and Hobbs 2004). Methods that could be used to integrate facial expressions in a CVE include video texturing
method by continuously texture mapping the user face to an avatar, which needs a user to sit in front of the camera at
a particular angle to ensure that the camera could "capture" the face (Wang 2004) and model based coding of facial
expressions, lip movement synthesis from speech and predefined expressions or animations (Pandzic, Capin,
Magnenat-Thalmann and Thalmann 1996), or lip movement could be used as a means of communication if the user
does not have the audio capability system attached. In a real life situation, lip movements are important to the deaf
community where they are used as an aid to understand what other people are trying to say.

Facial expressions technique could also be applied using a real-time facial animation system (Goto, Escher,
Zanardi and Magnenat-Thalmann 1999). This technique allows real-time user facial expressions to be used in the
CVE system. This technique uses MPEG-4 Facial Animation Parameters (FAP) to extract real time facial expression
frqm the video and send it to the virtual environment via the Internet.

A good avatar does not necessarily require details of facial expression or be photo realistic of human anatomy
because it is hard to model the avatar to be like a human. Research has been conducted to see how this affects the
communication in CVE. It shows that an attempt to reproduce an avatar in detail physically similar to humans is
uneconomical and wasteful (Benford, Bowers, FabIen, Greenhalgh and Snowdon 1995). Another study by
Hindmarsh, Fraser, Heath and Benford (2001) shows that direct translations of real human to virtual environment
was unsuccessful to some extent. Studies show that a minimalist approach of creating human embodiment in CVE
helps to represent humans in a natural way such as using facial expression. It is more understandable that facial
expression could provide a good way of non-verbal communication and could be supported by body gestures, eye
gaze, etc. .

User Interaction/Collision Detection
User interaction in a CVE system includes the interaction between user with user, user with the environment or

user with the object. The key of this interaction is collision detection between user with user or users with opjects.
Collision detection is a program script that determines how close a user is to an object and stops their movement
when they collide with the object (Allen et al. 2004), or a more complex response (collision response).

Aura Communication
Collaboration in a CVE system involves communication between multiple users at the same time regardless of

their locations. In order to ensure the collaborations are effective, the systems should support various communication
types such as aura, visual, textual and social communication as well as spatial awareness.

Aura communication is one kind of interaction and communication that could be used within the CVE's. The
aura concept is based on the spatial model (Benford and FabIen 1993), i.e. in Distributed Interactive Virtual
Environment (DIVE) (Carlsson and Hagsand 1993), system or Model, Architecture and System for Spatial
Interaction in Virtual Environments (MASSIVE) (Greenhalgh 2004). Aura is an area or a region surrounding the
user's avatar (Benford and FabIen 1993; Koldehofe 2004). If the user's aura intersects or collides with another user's
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Conclusions and Future Work

This research has been carried. out to design a user interface for Collaborative Virtual Environment (CVE) software
and some components have been implemented to the existing software. If the desired user interface that has been
suggested to improve the existing software were successfully implemented, this will produce a very good piece of
work in the CVE field. Future research work could also be extended to improve the facial expression techniques by
increasing the number of facial expressions used within the system. The future work must also not limit the
communication between avatars in the CVE by the facial expressions, but must also consider other options such as
audio, gestures and body postures, etc.

The impact of the social interaction within CVE should be studied in detail in the future to improve the
interaction between users in the system. This includes the impact of such interfaces to the users and it is important to
know what are the specific tools needed to make a CVE which will be valuable in different research disciplines and
applications. Social interaction using aura must be taken into consideration when improving current system or when
designing a new CVE system.
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