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 To accelerate the growth of public infrastructure development, the 
government employs public private partnerships (PPP). However, this 
scheme exposes the private sector to various risks, including political 
risks, which can negatively impact the financial performance and 
reporting of participating firms. A significant challenge for the 
government is the insufficient private sector engagement in PPP 
arrangements. Hence, the purpose of this study is to evaluate the 
effectiveness of machine learning prediction models in categorizing 
private investor interest in PPP programs based on Indonesia 
evidences. The PPP data was analyzed in this study using two 
machine learning approaches, Genetic Programming and 
conventional machine learning, with testing results showing that all 
machine learning algorithms from both approaches achieved high 
accuracy rates of over 80%, with the Genetic Programming machine 
learning outperformed the conventional approach. This study 
highlights the potential of machine learning algorithms in predicting 
private investor interest in PPP programs, providing a tool for 
managing political risks and encouraging greater private sector 
participation. 
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1. Introduction 

Public-private partnerships (PPP) have emerged as a popular mechanism for accelerating 
public infrastructure development globally. Despite its potential benefits, PPP schemes pose various 
risks to private sector participants, including political risks, which can adversely affect their financial 
performance and reporting[1],[2]. One of the challenges facing governments is the lack of private 
sector engagement in PPP arrangements, particularly in Indonesia, where there is a higher risk due 
to economic volatility and the possibility of natural disasters[3],[4].  The possibility of natural disasters 
in Indonesia creates a higher risk environment for PPP arrangements, as these events can result in 
project delays, cost overruns, and disruptions in revenue streams, making it more challenging to 
attract private sector participation in PPP projects. As a result, identifying potential private sector 
investors' interests in PPPs becomes critical to ensure the successful implementation of 
infrastructure development projects[5]. 
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Given the risks associated with PPPs, it is essential to identify potential private sector 
investors' interests in participating in these arrangements. Previous studies have attempted to predict 
private sector interest in PPPs using machine learning algorithms, but limited research has been 
conducted on Indonesia. Furthermore, these studies suggest that more advanced approaches are 
necessary to improve the accuracy of predictions. 

Therefore, this research aims to fill this gap by introducing a Genetic Programming (GP) 
approach to predict private investor interest in PPP programs in Indonesia, and compare its efficacy 
with the commonly used machine learning approach of AutoModel RapidMiner. This study is 
significant as it presents an alternative method for identifying potential private sector investors in 
PPP arrangements, thereby offering new insights for the development of effective strategies to 
encourage private sector participation in infrastructure development. The proposed method that used 
GP machine learning was found to be user-friendly and not overly complex, thus making it accessible 
to data scientists with varying levels of expertise across multiple domains. 

 
 
 

2. Literature Review 
Genetic Programming (GP) is a type of artificial intelligence optimization algorithm that 

involves creating computer programs by using evolutionary algorithms inspired by biological 
evolution[6],[7].  It starts with a set of random programs that are evaluated based on a fitness 
function, and then the best programs are selected and combined through genetic operations such 
as mutation, crossover, and reproduction. This process is repeated over multiple generations, 
gradually improving the fitness of the programs and evolving them to solve the problem at hand. GP 
is often used for problems that are difficult to solve using traditional programming methods or require 
creative and innovative solutions. GP has been increasingly utilized in the field of machine learning. 

 One issue in machine learning that has attracted researchers to include GP is the challenge 
of selecting the appropriate features or variables for a given problem, which can be time-consuming 
and require domain-specific knowledge. GP offers a method for automatically selecting and 
optimizing the features or variables used in machine learning models, thereby improving their 
performance and reducing the need for human expertise. For an example, researchers [8] examines 
the effectiveness of constructing multiple features using GP in high-dimensional data classification 
o, with a focus on comparing single-feature construction and multi-tree GP representation. The study 
found that multiple-feature construction through multi-tree GP representation resulted in significantly 
better performance and improved interpretability of the constructed features, highlighting the 
potential of GP-based FC for real-world applications.  The research in [9] demonstrated that GP can 
be an effective alternative for developing intelligent systems, particularly in the field of pattern 
recognition. The advantage of GP over other techniques such as regression and artificial neural 
networks is that it does not require an a priori definition of its structure. The study also found that 
feature engineering techniques can significantly improve the accuracy of the model. Overall, the 
research highlights the potential of GP for solving binary classification problems and suggests that it 
should be considered as an option for the development of intelligent systems. In [10], the researcher 
proposes a solution to the problem of class imbalance in datasets using a genetic algorithm (GA) 
with a fitness function based on entropy and information gain. The proposed solution aims to improve 
the impurity of the dataset and achieve a more balanced result without modifying the original dataset. 
The experiments were conducted on different datasets to evaluate the effectiveness of the proposed 
solution, and the results were compared with several other state-of-the-art algorithms. The study 
highlights the potential of genetic algorithms as a promising approach to address the problem of 
class imbalance in datasets. 

Despite the increasing use of machine learning in various fields such as finance[11],[12], 
properties[13], banking[14], human behavior and social[15],[16], there has been limited research on 
its application to predicting and classifying PPP investments mainly with advance machine learning 
such as the inclusion of GP. Only a few of previous studies have employed machine learning to 
predict successful PPP projects [17]–[20], which have highlighted the potential benefits of using this 
intelligent approach to address various challenges related to PPP.  Therefore, further research is 
needed to the use of machine learning in PPP, and accelerate the development of computational 
systems that can facilitate PPP projects and investments.  
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3. Methodology 

3.1 The dataset 
The effectiveness of the GP in machine learning was evaluated on a dataset comprising 

information gathered from 165 high-level executives of Indonesian publicly traded companies. To 
determine the correlation coefficient weights of each PPP attribute as independent variables (IVs), 
Pearson correlation tests were conducted using the actual collected data. Figure 1 depicts the heat 
map between all the IVs and dependent variable (DV).   

 
 
 

 
 

     
Figure 1. Heat Map of the PPP IVs and DV Correlation Coefficient   

 

The PPP attributes used in this study represent factors that influence investment intention, 
specifically, TrustOnGov which is based on government trust, GovServiceQuality which reflects the 
perceived quality of government services, GovTransparency which pertains to the perceived level of 
government transparency, and ValueSimilarity which measures the similarity of values between the 
public and private sectors.  The DV in this study is the investor intention, which is classified as either 
1 to indicate intention or 0 to indicate no intention. Equation 1 illustrates the formulation used to 
classify the dependent variable into either 1 or 0. 

 
                      3 and above, intention=1 
Total IVs =                                                                                                                            (1) 
 
                      Below 3, intention=0 
 

 3.2 GP Machine Learning Optimization 
GP algorithm is the optimization method used for identifying the best machine learning 

pipelines, including the model features selection, the best outperforms machine learning algorithm 
and the suitable hyper-parameters of the selected machine learning. This study utilized Tree-Based 
Pipeline Optimization Tool (TPOT) library in Python[21] that enable GP machine learning. Figure 2 
shows the inclusion of TPOT library in the execution that used computer notebook with 16GB RAM. 
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Figure 2. Declaration of libraries in Python  

 

TPOT is capable of supporting both regression and classification problems. As demonstrated 
in Figure 2, TPOTClassifier was employed in this study to address the investor intention classification 
problem.  TPOT can save significant time and effort in the machine learning process by automating 
the pipeline optimization stage. When implementing machine learning, TPOT splits the dataset into 
training and testing subsets based on the designated test_size.  According to information presented 
on line 5 of Figure 3, the testing dataset size used in this study was set at 40% of the total dataset, 
meaning that 50 out of the 165 data points were reserved for testing purposes. The remaining 115 
data points were used for training the model. 

 
 

 

Figure 3. Simple Python codes to execute TPOT  

 

Additionally, the training subset is further divided into K-Fold cross-validation sets, which are 
used for both training and validation purposes. In this study, 5 K-Fold cross-validation was used as 
seen in line 6 of Figure 3. The parameters of GP in TPOT are generations, population_size, 
mutation_rate, crossover_rate and verbosity.  Although the default values of these parameters have 
produced favorable results in preliminary experiments (Refer Figure 3), this study specifically aims 
to compare the impact of varying the population_size parameter.  Moreover, Figure 3 displays the 
output of each validation for every generation of GP, specifically for the three generations analyzed. 
The best pipeline, which is the most efficient machine learning model identified by TPOT, is also 
indicated in Figure 3. The testing accuracy of the best pipeline is reported as 0.89 in the figure. 

 

3.3 Testing performance metrics 
In this study, the accuracy of the model was measured from the validation and testing 

proceses, and the performance was evaluated with different population sizes. In addition to accuracy, 
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the Area Under Curve (AUC) from the Receiver Operating Characteristic (ROC) plot was also 
compared to assess the model's performance. 

The ROC curve is a graphical representation that illustrates the trade-off between sensitivity 
and specificity for a binary classifier as the decision threshold varies. AUC is a single-number 
summary of the ROC curve and represents the probability that the model will rank a randomly chosen 
positive instance higher than a randomly chosen negative instance. 

Compared to accuracy, AUC is a more robust metric for evaluating the performance of a 
model in imbalanced datasets. This is because accuracy can be misleading in cases where the data 
is imbalanced and the negative class is dominant. In such scenarios, a model that always predicts 
the negative class can still achieve high accuracy, despite being practically useless. AUC, on the 
other hand, considers the true positive rate (sensitivity) and the false positive rate (1-specificity) 
across all possible decision thresholds and is not affected by imbalanced data. Therefore, AUC is a 
better metric than accuracy for evaluating the performance of models in imbalanced datasets. 

 

 

4. Results and Discussion 
 The obtained results have been presented in two categories. The first category pertains to 
the validation and testing accuracies of the machine learning algorithm optimized by the GP, whereas 
the second category focuses on the Area Under Curve (AUC) results. The testing accuracies of GP 
machine learning at different population sizes are given in Figure 4.  
 

 

 

a. Population size =40 

 

b. Population size =30 

 

c. Population size =20 

 

d. Population size =10 

Figure 4. Output from TPOT  
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As depicted in Figure 4, the results obtained from the various validation stages across all GP 
generations, as well as the testing phase, indicate that the machine learning algorithm developed 
using GP is highly accurate, with all validation and testing accuracies exceeding 80%. Notably, the 
most optimal testing accuracy was achieved when the GP population size was set to 30.  Figure 5 
presents the testing results from conventional machine learning on the same dataset. The results 
demonstrate that the GP-based machine learning approach outperformed the non-GP algorithms. 
Figure 6 presents the AUC values for comparing the performance of the GP machine learning and 
the conventional machine learning.   

 

 

 

Figure 5. Accuracy of testing from conventional machine learning  

 

 

 

a. GP machine learning 

 

b. Conventional machine learning 

Figure 6. AUC results  

 

 

 

 

 



 

39 

 

The results in Figure 6a reveal that the efficacy of the GP machine learning techniques is 
consistent with the AUC scores. The optimal AUC score was obtained by GP machine learning using 
the population_size of 30, which aligns with the highest testing accuracy achieved by the GP-based 
models in Figure 4.  Both Figure 6a and Figure 6b inform that The GP machine learning outperform 
traditional machine learning algorithms in terms of AUC values.  

 
 
 

5. Conclusion 
This study has introduced an advanced machine learning framework based on genetic 

programming (GP) that is easy to implement, even for inexpert data scientists from various domains, 
including policy makers and stakeholders in the domain of Public-Private Partnership (PPP). The 
results obtained from the framework using the tested dataset of PPP Indonesia cases have shown 
improved performance over conventional machine learning methods. The proposed GP-based 
approach has achieved higher accuracy and AUC values compared to non-GP methods. 

These findings have important implications for the PPP domain as the proposed GP-based 
framework can assist in decision-making processes and improve project success rates. Future work 
can focus on extending the framework to other PPP datasets and evaluating its effectiveness in real-
world settings. Moreover, the proposed framework can be extended by including additional features 
or using more advanced GP techniques to enhance its performance further. 
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