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Environmental pollution poses significant health risks, and Malaysia
is facing a critical air pollution issue due to the rapid growth of
urbanization and industrialization. The Air Quality Index (AQI) is a
standard measure of air pollution, and machine learning methods
have shown promise in accurately predicting AQI levels. However,
there is limited research on the application of intelligent approaches
to predict AQI in Malaysia. This research investigates the impact of
various AQI components, including Particulate Matter 2.5 (PM2.5),
Nitrogen Dioxide (NO2), Carbon Monoxide (CO), and Ozone (O3),
using 125 random locations across Malaysia, ranging from the north
to the southern regions. Three machine learning algorithms, namely
Generalized Linear Model, Decision Tree and Support Vector
Machine are used in this research. The results show that PM2.5 has
the most significant impact on AQI levels among all components
analyzed, and all selected machine learning algorithms exhibit high
prediction accuracy, with R^ above 90% and low prediction errors
(less than 2 MAE and RMSE). This research provides essential
insights into predicting AQI levels using machine learning
approaches and highlights the critical role of PM2.5 in determining
AQI levels in Malaysia. The findings can aid authorities in obtaining
rapid and accurate information to effectively manage air pollution in
the country.
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1. Introduction
Environmental pollution is a critical global issue that has adverse impacts on human health,

the natural environment, and the economy[1],[2]. The World Health Organization (WHO) estimates
that air pollution causes seven million premature deaths each year worldwide[3]. Malaysia is not
exempt from this issue and faces severe air pollution problems due to rapid urbanization and
industrialization. According to the IQAir AirVisual 2019 World Air Quality Report[4], several
Malaysian cities ranked among the world's most polluted cities in terms of air quality. This
highlights the urgent need to develop effective measures to manage and control air pollution in
Malaysia.

Air Quality Index (AQI) is a standard measure of air quality that provides information about
the air quality in a particular region. The AQI is calculated based on the concentrations of several
air pollutants, including Particulate Matter 2.5 (PM2.5), Nitrogen Dioxide (NO2), Carbon monoxide
(CO), and Ozone (O3)[5],[6]. PM2.5 is a type of air pollutant with a diameter of 2.5 micrometers or
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less. PM2.5 can penetrate deeply into the respiratory system, causing adverse health effects, such
as heart disease, stroke, lung cancer, and asthma. NO2 is a toxic gas that can irritate the lungs
and lower resistance to respiratory infections, while CO, a greenhouse gas, can cause global
warming and climate change. O3, also known as ground-level ozone, can cause respiratory
problems and harm crops and other vegetation. The AQI considers these components and
provides an overall rating of air quality.

It is essential to understand the impact of each AQI component on the air quality to
address the air pollution issue effectively. Identifying the primary factors that contribute to AQI
levels can help authorities take appropriate actions to mitigate air pollution. Moreover, AQI
prediction is vital to provide timely information to the public and stakeholders to make informed
decisions, such as avoiding outdoor activities during high AQI days. Predicting AQI is a challenging
task due to the complex relationship between AQI components and other environmental factors[7].
Machine learning approaches can help address this challenge by analyzing large datasets to
identify patterns and relationships between AQI components and other environmental factors. This
research aims to evaluate the effectiveness of various machine learning algorithms to predict AQI
levels in Malaysia.

The implications of this research are significant, as it provides insights into the use of
machine learning approaches to predict AQI levels. Accurate AQI prediction can help authorities
take timely and appropriate measures to mitigate air pollution, such as reducing emissions from
industries and enforcing vehicle emission standards. This research can also inform policymakers
on the importance of taking proactive measures to manage air pollution in the country.

2. Literature Review
Recent advancements in machine learning have shown promising progress in the

prediction and control of air quality issues. However, despite the progress made in air quality
prediction using machine learning, limited research has been conducted on predicting the Air
Quality Index (AQI) in Malaysia using these methods. This is evidenced by a search of the Web of
Science (WOS) with 23 evidences and Scopus databases with 14 results with “Air pollution” AND
“machine learning” AND “Malaysia” as the search keywords. Several recent studies conducted in
different countries have explored the topic of air pollution and AQI. These studies can be
summarized as follows.

The study in [8] examines the impact of COVID-19 lockdown on air pollution by comparing
pollutants' concentrations before and during lockdown. The study uses hierarchical cluster analysis
to highlight the differences in pollutant clusters and finds that particulate matter significantly
decreased during lockdown. Additionally, the study predicts the air quality index using various
machine learning algorithms based on pollutant concentration forecasts. In [9], The research
findings suggest that there are various factors that affect the air quality index (AQI), including
meteorological factors and socioeconomic indicators. These factors can be used to predict the
monthly AQI of Taiwan and the daily and hourly AQI of specific cities. Deep learning was found to
be more effective than machine learning in predicting the hourly AQI. The proposed work in [10]
aims to improve air pollution estimation using a deep learning model to classify a region as urban
or rural, which is critical in estimating the AQI. Based on Random Forest, the study highlights the
importance of considering regional characteristics in air pollution estimation and suggests the use
of satellite images for analysis in regions with limited installation of air quality machines.
Researchers in [11] examines the use of two machine learning algorithms, neural networks and
support vector machines, for predicting air quality index (AQI) based on datasets downloaded from
the Central Pollution Control Board. The proposed model is applied to predict AQI in Delhi. A more
interesting work is reported in [12] that proposes enhanced machine learning models for predicting
air quality to reduce health problems related to air pollution. The models use datasets from different
domains and apply k-Nearest Neighbors, XGBoost, Support Vector Machine, and Decision Tree
models. The authors optimize hyperparameters for each model and find that XGBoost produces
the best results with an error rate of 1.6, outperforming other models.

To highlight some important studies for Malaysia context including[13] that proposes an
enhanced long short-term memory (ELSTM) model to investigate the association between
cardiorespiratory hospitalization and air pollution and predict hospitalization based on air pollution.
The study was conducted in seven study locations in Klang Valley, Malaysia. Researcher in [14]
evaluated the performance of Bayesian Model Averaging (BMA) in predicting next-day PM10
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concentration in Peninsular Malaysia. The study utilized 17 years' worth of air quality monitoring
data from nine monitoring stations in Peninsular Malaysia, and eight air quality parameters. In [15],
the researchers aimed to undertake a spatial hazard assessment of the air quality index using
particulate matter with a diameter of 10μm or lesser (PM10) in Selangor, Malaysia, by developing
four machine learning models: eXtreme Gradient Boosting (XGBoost), random forest (RF), K-
nearest neighbour (KNN), and Naive Bayes (NB). The method in [15] involved applying tree
different machine learning algorithms (decision tree, boosted regression tree, and random forest) to
predict PM10 concentrations in Kota Bharu, Kelantan. The data used for the study was the
maximum daily data from January 2002 to December 2017. Different in [16] that implemented
machine learning algorithms to predict particulate matter (PM2.5) air pollution in smart cities of
Malaysia. The study used the Malaysia Air Pollution dataset and tested two machine learning
algorithms; Multi-Layer Perceptron (MLP) and Random Forest.

Given the increasing global concern surrounding air pollution and the effectiveness of
machine learning techniques in predicting and mitigating its effects, it is crucial to explore this issue
further using a variety of machine learning methods. However, despite the growing body of
research on this topic, there remains a significant lack of exploration of machine learning
approaches in the context of air pollution in Malaysia.

3. Methodology

3.1 The dataset
The dataset was a collection of 125 Air Quality Map provided by eLichens technology from

https://map.elichens.com ranging from the Malaysia north to the southern regions consists of AQI,
Particulate Matter 2.5 (PM2.5), Nitrogen Dioxide (NO2), Carbon Dioxide (CO), and Ozone (O3).
Figure 1 shows the main interface of the eLichens webpage and some of the map with different
color that representing the level or the air quality. Based on the standard AQI level, the category of
each air quality component can be set to each of the data as seen in Figure 2, based on Python
codes.
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Figure 1. Air Quality Map by eLichens

Figure 2. Some samples data

The formula to categorize the general AQI and it sub-AQIs can be referred to the US EPA's
Air Quality Index (AQI) at https://www.airnow.gov/aqi/aqi-basics/. The general AQI is calculated
based on the highest concentration among the AQI components. For example, if the PM2.5 level is
50 and the O3 level is 70, the AQI would be reported as 70 because it is the higher value of the two
pollutants. The AQI is reported on a scale of 0 to 500, where higher values indicate greater levels
of air pollution and increased health risks associated with breathing the air.

3.2 Machine learning algorithms
Based on AutoModel RapidMiner, three best machine learning algorithms out of the six

suggested were selected to be compared namely Generalized Linear Model, Decision Tree and
Support Vector Machine. The remaining three algorithms, namely Deep Learning, Random Forest
and Gradient Boosted Trees exhibited less precise with higher prediction error as depicted in
Figure 3. The Maximal Depth for Decision Tree is 10 to achieve the lowest relative error rate (5.6%)
as seen in Figure 4. The optimal hyper-parameters for Support Vector Machine to achieve the
lowest error rate (1.7%) can be seen in Figure 5, where Kernel Gamma is 0.005 and C is Y is 1000
(plotted as X and Y respectively).

Figure 3. Preliminary Accuracy Results
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Figure 4. Different error rates of Decision Tree by different maximal depth

Figure 5. Different error rates of Support Vector Machine by different Kernal Gamma(X) and C(Y)

3.3 Evaluation
The dataset was split into two sets, training and testing, using a 60:40 ratio. The training

set contained 75 records, which were used to train the machine learning algorithms. The remaining
50 records were allocated to the testing set, which was used to evaluate the performance of the
trained models. By splitting the dataset in this way, the model can be trained on a subset of the
data, and the performance can be tested on the remaining data.

To measure the accuracy of the model, Root Mean Square Error (RMSE) and Absolute
Error and Relative Error were used. Additionally, R-squared (R^2) was used as an additional metric
to indicate the total importance of the features in the AQI prediction models. By using these metrics,
a comprehensive assessment of the model's accuracy and feature importance can be obtained.

4. Results and Discussion
The first part of the analysis presents the performance results of the machine learning

models in predicting AQI, which are summarized in Table 1. In the second part of the analysis, the
importance of AQI components in each machine learning algorithm will be described after exploring
the dataset distributions and correlations.
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Table 1. The performance results
Algorithm R^ RMSE Absolute

Error
Relative
Error (%)

TTC (s)

Generalized Linear Model 0.999 0.79 0.52 0.7 0.068

Decision Tree 0.996 2.44 0.81 2.3 0.039

Support Vector Machine 1 0.19 0.14 0.1 2

As listed in Table 1, Decision Tee has the lowest performance among the three algorithms
with the highest accuracy errors (RMSE 2.44, Absolute error 0.81, Relative error 0.81%), but it has
the shortest time to complete, which is 39ms. On the other hand, the Support Vector Machine has
the highest accuracy among the three algorithms, but it took 2000ms to complete. The Generalized
Linear Model falls in between for both accuracy and time to complete performances.

All the algorithms have achieved very good R-squared results at above 90%. Thus, it is
important to understand the features importance of the AQI prediction model. Figure 6 displays the
parametric distribution of the dataset, highlighting the PM2.5 concentration with the highest
likelihood of being used to determine the overall AQI values. Figure 7 illustrates that Malaysia's air
pollution status is generally categorized as "Unhealthy for Sensitive Groups" based on the AQI,
with particular emphasis on PM2.5. However, the level of NO2 pushes the category further into the
"Unhealthy" range. Despite NO2 having the worst AQI, the data distribution is not as extensive as
PM2.5. Carbon Dioxide (CO) has the smallest amount of data and is distributed sparsely across all
AQI categories. The amount of data for Ozone AQI is less than PM2.5, and it is mainly categorized
as Unhealthy for Sensitive Groups. Figure 8 illustrates that the only component that has a linear
relationship with the general AQI is PM2.5, and therefore, it is considered as the most important
feature for all the machine learning algorithms in the AQI prediction models. Figure 9 compares the
weights of correlations each component AQI value to the general AQI in the different machine
learning algorithms. As expected, PM2.5 is the weight of correlation from Pearson Correlation test
in AutoModel RapidMiner. Despite having a larger amount of data than CO and NO2 beyond
machine learning (refer Figure 6), Ozone exhibits the lowest correlation coefficient among all the
tested machine learning algorithms (refer Figure 9).

Figure 6. Parametric distribution of AQIs
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Figure 7. AQI category for each air pollution component
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Figure 8. Relationship among the AQI components

Figure 9. Comparison of weights between correlation coefficient

5. Conclusion
In conclusion, this research has explored the Air Quality Index components and evaluated

the performance of machine learning algorithms for predicting the AQI. The benefits of this
research are significant, as accurate prediction of the AQI can help to inform decision-making
related to air quality and public health. Machine learning algorithms can provide a more efficient
and effective way to analyze and predict air quality data, which can lead to better decision-making
by policymakers and stakeholders. Additionally, understanding the relationship between AQI
components can help to identify the sources of pollution and develop targeted strategies to improve
air quality. In addition to evaluating machine learning algorithms for predicting AQI in Malaysia, this
research has highlighted the importance of PM2.5 as the major contributor to AQI. The findings
suggest that PM2.5 should receive more attention and efforts should be made to control its
emissions in order to improve air quality in the country. By identifying the most important AQI
components and evaluating machine learning algorithms for prediction, this research can provide
valuable insights for policy makers, researchers, and other stakeholders in improving air quality
management strategies.
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