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Abstract 

Real estate is complex and its value is influenced by many characteristics. However, the 
current practice in Malaysia shows that historical characteristics have not been given primary 
consideration in determining the value of heritage property. Thus, the accuracy of the values 
produced is questionable. This paper aims to see whether the historical characteristics give 
significance values toward shophouses at North-East of Penang Island, Malaysia. Several 
Machine Learning algorithms have been developed, namely Random Forest Regressor, 
Decision Tree Regressor, Lasso Regressor, Ridge Regressor and Linear Regressor. The 
result shows that the Random Forest Regressor with historical characteristics is the best fitting 
model with higher values of adjusted R-Squared (R²) and lowest value of Root Mean Square 
Error. This indicates the historical characteristics contribute to the significance value of 
heritage property. By considering historical characteristics, it can contribute to the accuracy of 
the value predicted. 

 
Keywords: pre-war shophouse; machine learning; historical characteristics; random forest (RF); 

price prediction 

 
 

1.0 INTRODUCTION 
 
In 2008, George Town Penang Island Malaysia was recognized as Historic City that was 

inscribed by UNESCO World Heritage Site (Azizan et al., 2020). This recognition was given 
because of the presence of the diversity of tangible and intangible heritage around the George 
Town area. This paper study on the cultural heritage site which is re-war shophouses and it is 
located within the core and buffer zone in George Town. As this subject property is labelled as 
a tangible cultural heritage, it has the value of historical significance. Hence this leads to 
several measures that should be considered to conserve and preserve this heritage property 
as a part of economic indicator. According to Ruijgrok, (2006) the preservation of cultural 
heritage does not only have costs but also produce benefits such as economic and financial 
value. When assessing the economic value of cultural heritage sites, it is known as total 
economic value which consists of use-value and non-use value (Daneshdoust, 2015; 
Mohamad et al., 2014). In economic value, the heritage pre-war shophouses have a use value 
because it is a private property. Besides, it gives the benefits to the owner which means from 
the direct consumption of property (SGS Economics and Planning, 2017). 

In real estate valuation, valuing heritage property is important to estimate the possible 
value of property to achieve the accurate value (Mohamad et al., 2019). In a study by 
Mohamad et al., (2020), it was stated that the accurate value of heritage property would help in 
better decision making’ t Thus, others would appreciate, acknowledge and assist the 
management of heritage property to produce a proper and reliable method of valuation for 
heritage property. Mohamad et al., (2019) has recommended one of the steps to be 
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considered in enhancing the heritage property method to establish a proper, historical 
characteristic in valuing heritage property. Mohamad, et al., (2014) questioned the proper 
historical characteristics, Studies by Mohamad, et al., (2017) mentioned a few characteristics 
influencing the value of heritage property such as property transaction characteristics, 
structural characteristics and historical characteristics. In a study by Ja’afar et al. (2020) 
historical characteristics were applied in estimating the value of heritage property using 
multiple regression analysis and this shows that the characteristics can be considered. To 
compensate for the lack of literature on historical characteristics and other related criteria, 
researchers have collected several historical characteristics from National Property Information 
Centre (NAPIC), George Town World Heritage Incorporated (GTWHI) and site inspection. This 
study intends to look if historical characteristics by valuers are similar with the current historical 
characteristics through the publication of a book imposed by (George Town World Heritage 
Site Incorporated, 2016). Thus the effort wiillreview and restore the latest recognition of 
historical characteristics areas for improvement of their special significance (Forbes et al., 
2014). 

From the previous studies, several methods have been used in estimating the value of 
heritage property such as sale comparison method, cost method, contingent valuation method 
and regression model (Mohamad et al., 2020; Ruijgrok, 2006). Nevertheless, there is no solid 
evidence of a proper valuation method for heritage property (Mohamad et al., 2020). Besides, 
the studies that compared several approaches such as multiple regression analysis, rank 
transformation regression and contingent valuation method by Mohamad (2012) need to be 
studied in depth due to the different functions and variables used in these methods. Currently, 
the most popular statistical technique used is Machine Learning. Itwas used in various fields 
including real estate industry (Cano, et al., 2020; Conway, 2018; Fiorucci et al., 2020; Phan, 
2019). Mohamad et al. (2020) also stated that most studies had identified housing as the most 
common typ of property used in valuing using Machine Learning, but none of the studies were 
from Malaysia. Moreover,the study on heritage property using machine learning technique are 
still undiscovered yet.  To study the heritage property characteristics, researchers has focused 
in investigate the historical characteristics with non-historical characteristics using Machine 
Learning technique. According to Baldominos et al. (2018), through the use of machine 
learning, the hidden value in a data source can be analyzed to derive actionable insights from 
the data. The application of machine learning also can identify more opportunities in the real 
estate market. Besides, this would make real estate investors realize to give more insight into 
a property’s surroundings.  

This is an attempt to identify among the physical aspects of heritage property, which 
characteristics are significant and should be considered in heritage property valuation. This 
paper is arranged in five sections, starting with an introduction by considering fundamentals 
involved in this study. The second wsection is on the background research w. Next, the 
methodology used in modelling, using Machine Learning technique, while the fourth shows the 
result of modelling and ends with the conclusion. was the conclusion. From the study, this 
paper reflects the concerns in considering historical characteristics in the community which 
involve professional property practitioners in deciding which approaches to deal with heritage 
property. Heritage valuation is one of the pathways to generate the value of heritage 
properties. 

 
 

2.0 BACKGROUND OF STUDY 

2.1 Heritage 

 
According to National Heritage Act 645 (2005) the generic meaning of “heritage” refers to 

sites, objects and underwater cultural heritage. This paper study on the Heritage pre-war 
shophouses which was labelled as cultural heritage. There are varieties meaning of cultural 
heritage, as defined by Gabriel (2020) who stated it as handiwork of human deemed worthy of 
preservation and it can be tangible or intangible. Thus,pre-war shophouses is known as 
tangible cultural heritage because National Heritage Act 645 (2005) has listed an area, 
monument or building in this category as tangible cultural heritage. The recognition by 
UNESCO on Pre-war shophouses building located within George Town as a World Heritage 
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Site is due to the groups of buildings in that area which have the criteria mentioned in the 
Outstanding Universal Value (OUV). According to Azizan et al., (2020); Foo et al., (2018); 
Mustafa et al., (2017); Rahman, (2018); Shamsuddin et al., (2012) the criteria exists in George 
Town such as (ii) represent the multi-cultural trading town which involved Malay, Chinese, 
Indian and European cultures with different architecture, technology and monuments art: (iii) 
represent multi-cultural traditional living influences nor tangible or intangible besides the 
existence of different religious buildings, languages, foods, daily life, ethnics and (iii) the 
existence reflection of various architecture cultural from Malay Archipelago, India, China and 
Europe by the presence of unique building type and cultural.  

2.2 Machine Learning 

 
 Machine Learning has become a popular programming practice among researchers 

to solve problems by predicting the current existing data which are gathered from the past data 
records (Milutinovic, 2019). There are two types of categories in solving problems using 
Machine Learning, which is supervised learning and unsupervised learning algorithms 
(Fiorucci et al., 2020; Lindholm et al., 2019). Within these categories, the most commonly used 
is supervised learning algorithms (Horino, et al., 2017). This supervised learning is used to 
predict an outcome from a given input and use the examples of the input or output pairs and it 
requires human work to create a training set to build the process of Machine learning 
algorithms. Unsupervised learning algorithms are different because they have no known output 
and no instructor to instruct the learning algorithms, in other words to extract information from 
the input data to build algorithms (Muller et al., 2017). 

 The Machine Learning approach has been used in the real estate field since a few 
years ago. It was used to find the market value of the building, predicting the long term value, 
profile matching, generating real estate listing and other information related to property 
forecasting (Phan, 2019). However, in Malaysia, the use of Machine Learning approach in the 
real estate field has not been used. Hence, the researcher would like to apply it as a price 
prediction in order to ascertain any benefits that could be obtained from it. There are five most 
common algorithms used in real estate analysis such as Random Forest, Decision Tree, 
Linear Regression, Lasso and Ridge (Mohamad et al., 2020). 

 According to Mohamad et al. (2020), the most supervised machine learning algorithm 
was nominated as successful in studies is the Random Forest (RF) algorithm. RF is also 
known as one of the ensemble learning and it can be used in classification and regression 
problem methods. It is usually use as decision making in real estate to predict the price of 
housing (Horino et al., 2017; Trawiński et al., 2017). In RF it has DT collection known as 
“Forest”, but RF generalizes better than DT in improving the accuracy by selecting the highest 
votes (Fiorucci et al., 2020) 

Next is Linear Regression (LR) algorithm which is known as ordinary least square (OLS) 
(Varma et al., 2018). LR was used to estimate values such as cost of houses, total sales and 
number of calls. There are two types of LR which are simple linear regression (SLR) and 
multiple linear regression (MLR). SLR uses one independent variable while MLR is considered 
when there are more than one independent variables. Basically, LR is applied for prediction, 
forecasting and studying the relationship between two variables (Borde, et al., 2017). LR 
equation is: Y = a + ß𝑥. Where Y market price of property (predictive variable), 𝑥 is a given 
input (predictor variable) (Oladunni et al., 2015). 

Next, the Decision Tree (DT) algorithm can be used in classification and regression 
problems but mostly it is used for classification. It is used to visualize decision making. 
Commonly, it used to select variables, to access the significant connection of variables, to 
monitor missing values, prediction data and management (Song et al., 2015). 

Next is Lasso Regression algorithm.  According to Shinde et al, (2018), Lasso is known as 
L1 regularization technique because it is one of the most powerful formula in regression, which 
works by reducing the error between predicted and actual observations. Last but not least is 
Ridge regression, a linear model for regression which uses the same formula used in 
predictions using OLS (Muller et al., 2017). This algorithm is able to fit an additional constraint 
namely called regularization during training data. Ridge regression is known as L2 
regularization. This regularization avoid overfitting during training. After modelling, the 
evaluation formula (?) used to determine the performance metrics are root mean square error 
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(RMSE) and adjusted R-Square (R²) to show the good values predicted by the algorithm 
performance (Mohamad et al., 2020). 

 
 

3.0 METHODOLOGY 

3.1 Dataset 

 
 The involved dataset was collected from NAPIC, GTWHI and site inspection. As the 

property is known as tangible cultural heritage, researchers have to differentiate between the 
historical characteristics and non-historical characteristics in modelling using Machine Learning 
to observe which variables could influence the value of heritage property price.  

 
3.2 Selected Variables 
 

 To train the variables using Machine Learning, researchers have divided the variables 
into three groups which are called feature. These features were used to train the dataset to 
observe what outcome Machine Learning will produce at the end of the process. Table 1 below 
shows the feature groups. 

 
Table 1: Features in machine learning 

No All Features Historical Features Non-Historical Features 

1. Transaction Price Transaction Price Transaction Price 
2. Year of transaction Year of transaction Year of transaction 
3. Road Road Road 
4.  Storey Storey 
5. Land Area Land Area Land Area 
6. Main Floor Area Main Floor Area Main Floor Area 
7. Roof Material Roof Material Position 

8. Floor Material Floor Material  
9. Wall Material Wall Material  
10. Ceiling Material Ceiling Material  
11. Maintenance Outside Maintenance Outside  
12. Maintenance Inside Maintenance Inside  
13. Multifunction Multifunction  
14. Five-Foot Way Five-Foot Way  
15. Architectural Functionalistic Architectural Functionalistic  
16. Historical Styles Historical Styles  
17. Ensemble Ensemble  
18. Authenticity Authenticity  

19. Position   

3.3 Models Configuration 

 
 As mentioned earlier, this paper will predict an outcome from the given variables. 

Here researchers want to observe which features could influence the value of property price by 
evaluating using performance metrics. Thus, the Machine Learning model was built from the 
given features into training sets before evaluating the models. This model involved several 
processes (Refer to Figure 1). 

 
Loading 

and 
Inspecting 

Data 

 

Importing  
Machine 
Learning 
Libraries 

 

Features 
Selection 

 
Hyper-

Parameters 
Tuning 

 

Evaluation 

Figure 1: The configuration in modelling of machine learning algorithms 
 
 According to Figure 1 above, there are five processes of modelling Machine Learning 

in this paper. The first was started by loading and inspecting data which the researchers have 
to upload files containing data using format csv for inspecting the data in Python platform. 
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Second, researchers have to import Machine Learning libraries by calling Sklearn or known as 
Scikit-Learn library, which is one of Python’ s most popular libraries (Igual et al., 2019). This 
library provides a simple and efficient module besides supporting Machine Learning 
algorithms. The library will then be synchronized with the uploaded data for the next step. The 
third process was feature selection; the selected features are shown in Table 1. Researchers 
have divided variables into three features, which are, (1) All feature (2) Historical feature (3) 
Non-Historical feature. The implementation of different features is to observe which variables 
influence the value of property price. Fourth will be the process of Hyper-Parameters Tuning, 
through the use of Sklearn library researchers can apply Auto Hyper-Parameter Tuning by call 
“best_estimator” to help in optimizing configuration in tuning. Last but not least is the 
evaluation process, this process is to observe how well the Machine Learning algorithms 
perform on the features by analyzing on performance metrics of R² and RMSE. The result will 
show the selected algorithm by referring to the best performance metrics, refer to Table 2. 

 
 

4.0 RESULT 
 
 After modelling the features, machine learning produced the result of features with 

selected algorithms. Each features were generating with the chosen algorithms and these 
algorithms were evaluated using performance metrics of adjusted R² and RMSE. Table 2 
shows the result of features. 

 
Table 2: The result of features used machine learning 

No Algorithm 
All Feature Historical Feature Non-Historical Feature 

R² RMSE R² RMSE R² RMSE 

1. 
Random Forest 

Regressor 
0.927 209542.0 0.937 193968.8 0.840 310923.7 

2. Linear Regression 0.675 725676.8 0.675 725676.8 0.650 752585.4 

3. 
Decision Tree 

Regressor 
0.655 456002.0 0.655 456002.0 0.616 481739.0 

4. Lasso Regressor 0.493 553223.7 0.493 553223.7 0.502 548568.8 

5. Ridge Regressor 0.462 570024.7 0.462 570024.7 0.484 558394.8 

 
 As presented in the above table, there are three different features, which are, “All 

Features”, “Historical Features” and “Non-Historical Features”. For the “All Features'' 
performance metrics was the highest R² which is 0.927 while the lowest RMSE is 209542.0. 
So, the selected algorithm was Random Forest Regressor. Next, “Historical Features'' 
performance metrics scored the highest R² at 0.937 while the lowest RMSE is 193968.0. In 
sum, Random Forest Regressor is nominated as the most suitable for this dataset. Lastly for 
“Non-Historical Features'', the good performance metrics of adjusted R² and RMSE with 0.840 
and 310923.7. But, Random Forest Regressor was the chosen outperformed algorithms. To 
conclude, Historical Features' ' performance metrics is better than the other features. 

 
 

5.0 CONCLUSION 
 
 This study has applied five algorithms such as RF, LR, DT, Lasso and Ridge on the 

heritage property dataset. Within these algorithms, the findings showed the model which fit 
with the data condition in modelling was RF Regressor by observing the performance metrics 
of adjusted R² and RMSE. The best result of RF Regressor is from the historical feature or 
known as historical characteristics data based on the highest value of adjusted R² and lowest 
value of RMSE. The historical characteristics studied were collected from a book entitled 
“George Town Historic Cities of the Straits of Malacca Special Area Pelan” published by 
GTWHI, (2016) and Yeow, (2015). These books were supported by Pinang Island City Council, 
Penang Town and Rural Planning Department and World Heritage Organization (WHO). Other 
than that, certain historical characteristics was collected from site inspection and data heritage 
properties transaction from NAPIC. This study gave benefits to the owner and community on 
heritage value such as financial benefits to the owner of the property to generate income or 
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value in sale and purchase by the historical characteristics of heritage property. For community 
benefits such defining the identity and cultural of the community. besides contributing to the 
preservation and conservation of historical characteristics. (Armitage et al., 2013). 
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