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Abstract— Learning algorithms related to deep learning use bells 
and whistles, called hyperparameters. Hence, this study conducted 
numerical analysis, specifically backpropagation gradients and 
gradient-based optimization for snatch-theft detection. Here, 
snatch theft images and augmented images were used to perform 
the experimental study to determine the optimum hyperparameter 
values. Next, the value of epoch and learning rate was obtained 
after careful analysis based on each training option. Results 
achieved showed that epoch value of 20 and learning rate 
corresponding to 0.0001 was the optimum values. Findings from 
this study can be used as a practical guide in determining the 
importance of the most optimum hyperparameters. 
 

Index Terms— Deep learning neural network, image 
classification, optimisation, snatch theft detection. 
 

I. INTRODUCTION 
RIMES worldwide include murder, shooting, drug traffic, 
concealment, fraud, and black marketing. The general 

trends of each different type of crimes in any country are vital 
to be analysed to understand better the most prevalent crimes 
and the reason that contributes to higher crime rates in certain 
areas. Crime is one of the research areas that can be explored 
related to crime prediction and detection in urban cities. 
Additionally, crime is not random. Crime is planned, or the 
criminals see an opportunity. It usually occurs whenever the 
victim's and criminal's activity space are intercepts [1]. A 
person's activity space consists of a place's lifestyle, for 
example, work, home, shopping, entertainment area or school. 
For instance, a person is walking in the vicinities. They feel 
unperturbed since the neighbourhood or environs are familiar 

to them and might not be aware of changes in these familiar 
surroundings or the presence of criminals. This is one of the 
situations that lead to the occurrence of crimes. 

On the other hand, street crime is a criminal act usually in 
urban cities, especially in public spaces. Pick pocketing, 
mugging, and snatch theft are some examples of street crime 
[1]. Pick pocketing is a crime in which the offender steals from 
the pocket of the victim. Criminals may also work in teams, 
where one person distracts the targeted victim while others steal 
or bump into the victim to distract. They typically work in 
crowded areas as it is easy to blend in with other people. The 
criminal act that threatens the victim in order to steal any 
valuable pieces is called mugging or robbery, whilst snatch 
theft is a criminal act of forcibly stealing valuable pedestrian 
pieces such as necklaces, mobile phones, and handbags through 
felony and misdemeanour. This can also be a two-person job, 
one rides a motorcycle, and the other person will steal from their 
target victims [2]. Snatch theft is a worrying problem for 
pedestrians since it can lead to accidents and further cause fear, 
anxiety, and trauma. For instance, in today's modern world, 
everyone owns a mobile phone and often glance at the phone 
while walking. Therefore, this action can cause them to lose 
their sense of surrounding and easily be the victims of snatch 
theft. Hence in this study, snatch theft is the main focus to be 
further investigated [3]. 

Conversely, deep learning neural network (DLNN) is used in 
image recognition [4], target detection [5], speech recognition 
[6], machine translation [7], image title generation [8] and the 
latest technology of driverless cars [9]. However, training and 
optimisation of DLNN are indeed challenging. Therefore, the 
simulation and numerical analysis of determining the optimum 
parameter values of the DLNN model will be investigated, 
namely the epoch, learning rate, training accuracy and the time 
consumption for training the model.  

II. RELATED WORK 

A. Snatch Theft 
As we know, some of the major crimes faced across the 

world include street and theft crimes. Petty theft, such as snatch 
theft, is increasing drastically, especially in the global economic 
downturn. One of the previous works is Umair Muneer et al. 
[10] that reported the use of VGG19 convolution neural 
network (CNN) to recognise large-scale images or videos of 
snatch theft crime. They achieved 81% of accuracy in detecting 
snatch theft using 21 videos as the database. The author occurs 
some limitations while using MatLab Image Labeller app where 
the author used it to select features or object that usually occurs 
during snatching. As they need to consider the number of 
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moving targets that imitates the act, pace and amount of motion 
in snatch video. Thus, it can be overcome by carefully 
selecting/labelling each of images frame in the video.  

 
Besides that, Koichiro Goya et al. [11] implemented public 

system security and a video surveillance system consisting of 
four sequential blocks: data collection, object detection, feature 
extraction, and scene classification. In their research, tracking 
was based on human motion, using optical flow and 
background subtraction, and then calculating the object's speed 
in the target scene during the occurrence of snatch. The security 
system is limited to longitudinal viewpoint of object whereas if 
the snatch occurs far from targeted location, the system 
consumes more time to detect situation. Therefore, it is best to 
expect that the snatch theft incident will not occur in the same 
location. 

As mentioned earlier, the criminal act of snatching 
pedestrians' necklaces, cell phones, handbags and many other 
valuable belongings is known as snatch theft. Run and rob 
tactics were common methods used by criminals while 
committing the crimes. Figure 1 shows example scenarios of 
snatch theft on how the predator usually snatches an item. It was 
based on two person's that pact about it, one handles the 
motorcycle, and the other will snatch from the targeted victim 
or run toward the victim whenever there are chances [2] whilst 
other figure below show the preparatory cooperates on 
committing the crime. These are some of the common ploys 
used by perpetrators during committing snath theft crimes. 

 
 

 
Fig.  1.Example of snatch theft scenarios 

 

B. Optimisation of Neural Network Parameters 
Choosing an appropriate hyperparameter for DLNN is a 

critical task or step for building an effective and accurate model. 
The process of setting hyperparameters requires extensive 
numerical analysis and several trial-and-error approaches. 
There is no definite rule of thumb to select these 
hyperparameters' optimum values, especially the epoch values, 
learning rates, batch size, augmenting data and many more. 

Adjusting model hyperparameters is indeed vital because 
hyperparameters control the behaviour of the DLNN models.  

In addition, the selections of hyperparameters also impact the 
performance of the training model, which further to be used to 
predict the outcome of the testing or unseen data. Most of the 
DL models' performance depends on these hyperparameter 
values. 

 
1) Epoch 

In real-time, large datasets cannot be directly used 
simultaneously as inputs to the DL model. The entire dataset 
was segmented prior as inputs to DLNN. Firstly, an epoch was 
passed forward and backwards only once through the neural 
network [12]. One epoch in the network can lead to the curve 
under fitting, which might be overcome by increasing the 
number of epochs. Note that the epoch number is a 
hyperparameter that defines the number of times the learning 
algorithm iterates or functions during the entire training stage 
of the dataset [13]. As the number of epochs increases, the 
weights of the network change as well. The curve goes from 
under fitting to best fitting to over fitting [14]. The number of 
epochs has no specific value; it relates to the diversity of the 
dataset. The batch size is the total number of training samples 
provided and differs from the batch quantity. Conversely, 
iteration is the number of batches required to complete an 
epoch. The number of batches is equal to the number of 
iterations in a period.  

One of the critical issues in training the NN using the sample 
data is that it might lead to over fitting. When the number of 
epochs that trains the NN model is too large, the training model 
learns the patterns specific to the sample data to a large extent. 
This situation prevents the model to perform well in the new or 
unseen dataset. The model has high accuracy on the training set 
or sample data, but it could not achieve good accuracy on the 
testing dataset. In other words, the model loses its 
generalisation ability due to over fitting based on the training 
data. The model is trained to produce the best period [15] to 
reduce over fitting and improve the generalisation ability of 
NNs. In addition, the training data is dedicated to verifying the 
model to check the model's performance after each training 
phase. This study monitors the training set's loss, accuracy, and 
validity to determine the number of epochs after the model 
begins too over fit. 

 
2) Learning Rate 

The next hyperparameter is the learning rate. Every time the 
model changes its weight, it responds to the estimated error that 
is further used to control the changes in the model [16]. Training 
is more reliable if the learning rate is low; however, 
optimisation consumes longer time to minimise the loss 
function. If the learning rate is high, the training may not 
converge or diverge [17]. The weight change can be significant 
as well that the optimiser exceeds the minimum range and 
increases the loss. The learning rate is a configurable 
hyperparameter required for training the neural network, with a 
small positive value, usually between 0.0 and 1.0. There are 
several ways to choose a good starting point for the learning 
rate. For example, it starts with a more significant value, for 
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instance, 0.1, and then reduces exponentially to 0.01, 0.001, and 
so on. 

Moreover, the learning rate controls the speed that the model 
can adapt to the training database. The smaller the learning rate, 
the smaller the weight change for each update and the more 
training time require, whilst a higher learning rate leads to rapid 
changes and lesser training time. A higher learning rate may 
cause the model to converge too fast to a sub-optimal solution, 
while a lower learning rate may cause difficulty. The challenges 
of training DLNNs include careful selection of the learning rate 
since it is one of the essential hyperparameters. The challenges 
of training DLNNs require a careful learning rate selection 
since it is one of the critical hyperparameters. For instance, 
Leslie N. Smith et al. [18] described a technique for selecting a 
series of learning rates for NNs. The method trains the network 
from a low learning rate, increases the learning rate in batches, 
and then records each batch's learning rate and training loss. It 
was found that in the case of a low learning rate, the loss 
reduces, the training accelerates until the learning rate becomes 
too large and the loss increases. The learning rate continuously 
varies between these bounds until the optimum results are 
achieved. 

 
3) Stochastic Gradient Descent 

Stochastic Gradient Descent (SGD) is an iterative learning 
algorithm that uses a training dataset to update the model. An 
optimisation algorithm can train machine learning algorithms in 
DL. The algorithm's task is to determine a set of internal model 
parameters that perform well on specific performance 
indicators such as logarithmic loss or mean square error.  

Note that the gradient refers to the calculation of the error 
gradient or error slope, and the descent refers to the decline 
along the slope to a certain minimum error level. Once the 
search process occurs in multiple discrete steps, the algorithm 
iterates, each step slightly improves the model parameters. SGD 
is an optimisation algorithm that uses the training dataset to 
estimate the error gradient of the model's current state. Then, it 
uses the backpropagation error algorithm to update the weights 
of the model. 

C. Data Augmentation 
The machine gains more learning experience by providing 

more data. For deep learning models, more data is required to 
building high-performance models. Additionally, the fed data 
needs to be more diverse. Otherwise, the model might face the 
problem of over fitting [19]. One of the ways to solve the 
problem of limited data is to perform different transformations 
on the available data and synthesise it as a new dataset. The 
method of synthesising new data from available data is called 
data augmentation. Data augmentation is the process of 
increasing the size of database using the original available data. 

For example, in this snatch theft detection, the motorcycle 
in an image may not be properly positioned in all pictures. The 
image can be located at the left or right view of the motorcycle. 
The DL model should accurately detect the snatch theft 
situation without being affected by factors like daylight, night, 
or any other environmental condition. Data enhancement 
techniques can be applied to the data generation process after 
pre-processing and before training. For the test dataset, it can 

be directly used to test without any conversion. A small dataset 
can generate image conversion and training models for all data 
at the same time. At the same time, large datasets can generate 
unique transformed images for each batch in each period. 
Simple transformations for data augmentation purposes include 
flip, rotate, translate, crop, zoom, and adjusting the brightness 
of the images. [20].  

 
D. Performance Measure 

The performance of the classifier is evaluated to confirm the 
effectiveness of the classification stage [21], [22]. The 
performance of the classifier are measured using the values of 
accuracy, positive and negative predictive value, error rate, 
sensitivity/call rate, specificity, precision, and confusion matrix 
[21]–[26]. The error rate is used to measure classification 
performance because the learning method can optimise the 
error rate and will not produce sub-optimal results [26]. 
However, the error rate is not suitable for a wide range of 
unbalanced data, if the size of positive and negative data is not 
equal. 

The confusion matrix represents two parameters, 
specifically matrix rows and matrix columns. This is a 
performance measure for machine learning classification, 
where the output can be two or more classes [27]. The matrix 
rows are the actual categories or benchmarks being tested, and 
the matrix columns are the target categories or categories of the 
specific benchmarks. The matrix evaluates the behaviour of 
multiple classifiers in vision systems [21], [28], [29]. The 
advantage of the matrix lies in its prior information known as 
the confusion matrix [21].  

Recall that this study is to evaluate snatch theft detection. 
Each test can classify the occurrence of theft. The test result can 
be positive that categorises the snatching event, or negative to 
categorise the occurrence of non-snatching. The test result of 
each subject may not match the actual condition of the subject. 
True Positive (TP) implies accurate recognition of 'snatch theft'; 
False Positive (FP) implies inaccurate recognition of 'snatch 
theft'. Meanwhile, True Negative (TN) are 'normal' conditions 
and can be correctly identified as 'normal', and False Negative 
(FN) represents 'snatch theft' is incorrectly identified as 
'normal'.  

On the other hand, accuracy (Acc) calculates whether the test 
correctly identifies each class. The equation of accuracy is as in 
(1). In addition, sensitivity (Sens) is to determine the actual 
positive probability as expressed in (2) [30] while specificity 
(Spec) is a measure to determine the likelihood of actual 
negative as described in (3) [30].  

 
 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  �
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 +  𝑇𝑇𝑇𝑇 +  𝐹𝐹𝑇𝑇�× 100 (1) 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎 =  �
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 +  𝐹𝐹𝑇𝑇�× 100 (2) 

𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎 =  �
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 +  𝐹𝐹𝑇𝑇�× 100 (3) 



JOURNAL OF ELECTRICAL AND ELECTRONIC SYSTEMS RESEARCH, VOL.20 APR 2022  
 

37 
 

III. METHODOLOGY 
This section elaborates on the selection of optimum training 

parameters for the snatch theft detection model. A step by step 
on the parameter’s selection will be elaborated. Here, the snatch 
theft datasets are videos attained from the YouTube or Google. 
Two types of datasets were used for this study, known as 
'Normal' or 'Anomaly', to represent the occurrence of snatch 
theft. Two default hyperparameters used are epoch and learning 
rates, as in Table 1.  

 
TABLE 1 

DEFAULT VALUE FOR TRAINING OPTIONS 
 

Training Option Value 

Epoch 30 

Learning Rates 0.001 

 
A total of 2,000 images equally represents the two categories 

are used as the dataset. Here, 70% of the dataset is used as 
training and the remainder as testing [30] , [31]. Thus, 700 
images from each category are used as training and the 
remaining 300 images as testing or unseen data. 

 

A. Choosing Optimum Learning Rates 
Firstly, the model is trained with a value range from 0.0 to 

1.0 to select the most suitable learning rate. The learning rate 
value starts at 1.0 and decreases as follows: 0.1, 0.01, and 
0.0001, respectively. The initial learning rate used for training 
is specified as a positive scalar. Note that low learning rate is 
requires longer time while higher learning rate might lead to 
sub-optimal results. 

B. Choosing Optimum Number of Epochs 

Fig.  2.Training progress epoch = 30 with learning rates of 0.0001 

 
Figure 2 shows the training progress by setting the number 

of epochs as the default value, 30 and the learning rate at 
0.0001. According to [15], Figure 2 depicts over fitting based 
on the training data used. Therefore, it is suggested to overcome 
the over fitting by training the data with different epoch values. 

 

C. Data Augmented or Not Augmented 
In this study, the accuracy of the proposed model is evaluated 

and validated using both augmentation and non-augmentation 
images as database. Figure 3 shows example of original or non-
augmented images while Figure 4 depicts some examples of 
augmented images. The accuracy results of each training are 
compared.  

 

 
Fig.  3.Example of normal image  

 

Fig.  4.Example of images with augmentation process  

IV. RESULT & DISCUSSION 
This section discusses the experimental analysis conducted, 

and the results attained. Figure 5 shows the learning rate at 1.0, 
0.1, 0.01, 0.001 and 0.0001. Result shows that the training 
model reaches 50% accuracy with the learning rate set at 1.0, 
0.1 and 0.01, while the learning rate at 0.001 and 0.0001 shows 
that 100% accuracy is achieved. Hence, it proves that 0.001 and 
0.0001 are more suitable values as learning rates. The next step 
is to decide whether 0.001 or 0.0001 is better.   

Further, the data is trained with another two different values 
of the epoch. Figure 6(a) shows that the accuracy reaches 99.0% 
with 15 as the epoch value, while Figure 6(b) shows a more 
promising accuracy at 99.5% with an epoch value of 20. Hence 



Zamri et.al.: Deep Learning Optimisation Algorithms For Snatch Theft Detection 

38 
 

in this study, an epoch value of 20 is chosen. Upon completing 
this numerical analysis, the optimum epoch and learning rate 
values are 20 and 0.0001, respectively. 

 
 

 

(a): Training progress epoch = 15, learning rate 0.0001 

 
 
 
 
 

Moreover, Figure 7 shows the training results obtained 
using the augmentation and non-augmentation datasets based 
on the proposed model. Each accuracy offers an almost similar 
pattern, precisely 99.87% for non-augmentation and 99.54% for 
augmented database. Note that some of the captured images are 
towards the most left or extreme-right view of the motorcycle. 
Hence, all these factors affected the model during training. 

 
Fig. 7. Training progress of accuracy with and without augmentation 

 
Next, in this study, the hyperparameter values obtained from 

the training stage are further utilised to classify the testing or 
unseen dataset to confirm that the proposed model worked well 
based on each performance measure values. As mentioned 
earlier, accuracy, specificity and sensitivity are used to evaluate 
and validate the effectiveness of the proposed model. Table 2 
shows the testing results using 20 epochs and the learning rate 
set at 0.0001. The accuracy obtained during testing is 98.3%, 
with sensitivity and specificity of 96.7% and 100%, 
respectively. Here, sensitivity resembles that snatch theft is 
correctly classified as ‘Anomaly’ while specificity represents 
that non-snatch theft is correctly classified as ‘Normal’. 
 

TABLE 2 
PERFORMANCE MEASURE OF THE SNATCH THEFT DETECTION MODEL 
 

CATEGORY 
ACTUAL 

 ANOMALY 
(Snatch theft) 

NORMAL 
(Non snatch) 

ANOMALY 
(Snatch theft) 

48.3% 
(290) 

0.0% 
(0) 

96.7% 
(Sens) 

NORMAL 
(Non snatch) 

1.7% 
(10) 

50.0% 
(300) 

100% 
(Spec) 

 96.7% 
(Sens) 

100% 
(Spec) 

98.3% 
(Acc) 

 

V. CONCLUSION 
In conclusion, this study investigates, evaluates, validates, 

and establish an approach for selecting the best optimum 
hyperparameters for the snatch theft detection model. Results 
show that the learning rates of epoch set as 20 and 0.0001 are 
the optimum value for the snatch theft DL model using both 
actual and augmented images as database. The results obtained 
are 98.3% accuracy, 96.7% sensitivity and 100% specificity. 
Future work includes utilising more complex and intricate 
crime scene images as database.  
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(b): Training progress epoch = 20, learning rate 0.0001 
 

Fig.  6.Results of Training based on different epoch and learning rate 
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