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CONFIDENCE INTERVAL ESTIMATION USING BOOTSTRAPPING METHODS AND 

MAXIMUM LIKELIHOOD ESTIMATE 
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Abstract: Confidence interval estimation is an important technique to estimate parameter of a population 

calculated from a sample drawn from the population. The objective of this study is to present the steps to 

calculate confidence interval using SPSS. The objective of this paper also is to compare confidence interval 

using maximum likelihood estimate, percentile bootstrap, and bias-corrected and accelerated methods. 

Bootstrap is not commonly used because this method is complex to calculate. The advantages of 

bootstrapping are valid for small samples, and it is a convenient tool. The study found that the BCa method 

produced CIs closer to the desired level of the coverage than the other methods.  

Keywords: bootstrapping method, confidence interval, maximum likelihood estimate 

 

1. Introduction 
 

According to Petty (2012), confidence interval (CI) is an interval estimate of a parameter of a population 

(e.g., a mean) calculated from a sample drawn from the population. A confidence interval has an associated 

confidence level, which is frequency with which a calculated confidence interval is expected to contain the 

population parameter. Confidence interval estimation plays an important part in statistical inferences about 

a population parameter and evaluate the accuracy of its estimator. Determining the unknown parameter 

estimation of confidence interval values is an important guarantee for the success of subsequent data 

processing. Confidence interval estimation are useful to modelers to build confidence about parameter 

estimates (Dogan, 2004).  

Confidence intervals also provide more information than point estimates (Das, 2019). By establishing a 

95% confidence interval using the sample's mean and standard deviation, and assuming a normal 

distribution as represented by the bell curve. Confidence interval is the upper and lower bound that contains 

the true mean 95% of the time. Assume the interval is 61 marks to 82 marks. If 100 random samples taken 

from the population of statistics class students, the mean should fall between 61 and 82 marks in 95% of 

those samples. 

The purpose of this study is to present the steps to calculate confidence interval using SPSS. The 

objective of this paper also is to calculate and maximum likelihood estimate, percentile bootstrap, and bias-

corrected and accelerated methods. In practice, one of the main reasons for using bootstrap methods is 

uncertainty whether certain assumptions hold, and in most applications the nonparametric bootstrap is used 

(Wehrens et al., 2000).  

Section 1 is the introduction section. Followed by section 2 which provides statistical background and 

methodology to find the confidence interval. Section 3 explains the real data example. Section 4 explain 

the findings of the result. Finally, section 5 is the conclusion of this paper.   

 

 

2. Statistical background 
 

This section provides brief but essential statistical background. Topics covered include the concepts of 

bootstrap in calculating the confidence intervals. 
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2.1 Bootstrap methods 

A statistical method called bootstrap method was developed by Efron (1979), which can be used to 

increase the sample size by applying nonparametric resampling. This method involves the extraction of 

a bootstrap sample of size n with the original sample data. The samples are used to test the statistical 

characteristics of the unknown distribution, such as mean, variance, standard deviation, and confidence 

interval (Zhang et al., 2019). Bootstrap is not commonly used because this method is complex to calculate 

(Doğan, 2017). The advantages of bootstrapping are valid for small samples, and it is a convenient tool.  

This paper focuses on the usage of fatigue test data to estimate the confidence interval by drawing 

samples with replacement from sample data. According to Thai et al., (2013), let B be the number of 

bootstrap samples to be drawn from the original dataset, a general bootstrap algorithm is: 

1.Generate a bootstrap sample by resampling from the data and/or from the estimated model (Sample n 

elements with replacement from original sample data) 

2.Obtain the estimates for all parameters of the model for the bootstrap sample eg. mean, median etc. 

3. Repeat steps 1-2 B times to obtain the bootstrap distribution of parameter estimates and then compute 

mean, standard deviation, and 95% confidence interval of this distribution 

 

In bootstrap sampling the number of replications is very important. Diciccio and Efron (1996) 

highlighted the importance of using at least 2000 replications while conducting bootstrap resampling. 

According to (Efron and Tibshirani, 1994),  the number of bootstrap draws cannot be less than nn. Based 

on empirical research (IBM, 2013), it has been shown that enough draws for conducting tests is B = 1000 

measurements for percentile bootstrap method and Bias-Corrected and Accelerated Bootstrap Method 

(BCa). A schematic description of the steps for estimating confidence intervals using bootstrap formed by 

Haukoos and Lewis (2005) is shown in Figure 1. 

 

 
 

In this paper, there are two types of confidence interval estimation which are MLE and bootstrapping. The 

confidence interval construction is based on asymptotic normality of the MLE (Kreutz et al., 2013). The 

different methods available for estimating bootstrap confidence intervals for estimated parameters 

(Mesabbah et al., 2015). This paper utilizes two: percentile bootstrap method and BCa.  
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2.1.1 Percentile Bootstrap Method 

 

According to Mesabbah et al., (2015), the bootstrap percentile confidence interval method is based on the 

quantile of the bootstrap distribution of the parameters estimate. The percentile bootstrap interval is just the 

interval between the 100×( ) and 100×(α2) and 100×(1− ) percentiles of the distribution of θ estimates 

obtained from resampling, where θ represents a parameter of interest and α is the level of significance (e.g., 

α = 0.05 for 95% CIs) (Efron, 1982). A bootstrap percentile CI of  (an estimator of θ) can be obtained as 

follows: (1) B random bootstrap samples are generated, (2) a parameter estimate is calculated from each 

bootstrap sample, (3) all B bootstrap parameter estimates are ordered from the lowest to highest, and (4) 

the CI is constructed as follows, [ lower limit, upper limit]=[ , ], where  denotes the jth quantile 

(lower limit), and  denotes the kth quantile (upper limit); j=[ ×B], k=[(1− )×B]. For example, a 95% 

percentile bootstrap CI with 1,000 bootstrap samples is the interval between the 25th quantile value and the 

975th quantile value of the 1,000 bootstrap parameter estimates (Jung et al., 2019). 

 

 

2.1.2 Bias-Corrected and Accelerated Bootstrap Method (BCa) 

 

To overcome the over coverage issues in percentile bootstrap CIs (Efron and Tibshirani, 1993), the BCa 

method corrects for both bias and skewness of the bootstrap parameter estimates by incorporating a bias-

correction factor and an acceleration factor (Efron, 1987; Efron and Tibshirani, 1993). Equation (1) is the 

bias-corrected and accelerated formulae. The bias-correction factor  is estimated as the proportion of the 

bootstrap estimates less than the original parameter estimate   ,    

 

 
 

(1) 

      

where  is the inverse function of a standard normal cumulative distribution function (e.g.,  (0.975) 

= 1.96). So the bias correction bootstrap percentile confidence interval is given by: 

 

 

 

where α1 and α2 are modified quantities of the location of the confidence interval’s endpoints. The 

confidence interval endpoints at significant level 100α% are defined as: 

 

, 

and 

 

 

where  is the cumulative standard normal distribution (Mesabbah et al., 2015). 

 

 

2.2 MLE  

 

According to (Doğan, 2017), the traditional confidence interval are computed using the following formula. 

The 95% confidence intervals are computed using the formula   for large data and 
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   for small data (n less than 30) where    is the sample mean, s is the standard deviation 

and n is the sample size. 

 

 

3. Real Data Example  
 
The marks data (Mathur & Kaushik, 2014) for 20 students are determined. The data is 20, 19, 17, 18, 17, 

17, 17, 17, 17, 18, 18, 19, 17, 19, 18, 17, 19, 18, 19 and 16.8. The histogram in Figure 2 suggest lack of 

normality. For this reason, the percentile bootstrap and BCa bootstrap confidence interval appears more 

appropriate. 

  

 
  

                                                    Figure 2: Histogram: Students Marks 
 

 

4. Findings  
 

The point estimation of the original sample is estimated to be 𝜇
^

= 17.89 and standard deviation is 𝑠 =
0.9787. The formula for point estimation and standard deviation is showed below. 

 

𝜇
^

=
20 +  19+. . . +16.8

20
=

357.8

20
= 17.89 

 

 

 

 

The following example demonstrates the ease of the bootstrap procedure for using SPSS an extremely user-

friendly statistical package with "point and click" commands. The output refers to Table 1 and Table 2. 

 

Analyze -> Descriptive Statistics -> Frequency -> Variable: Mark -> Chart ->Histogram -> Bootstrap  

->Number of samples: 1000 ->Percentile/Bias corrected accelerated -> Continue -> OK 
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Table 1. percentile bootstrap (SPSS Output) 
 

Descriptive Statistics 

 Statistic Bootstrapa 

Bias Std. Error 95% Confidence Interval 

Lower Upper 

mark 

N 20 0 0 20 20 

Mean 17.890 .001 .214 17.490 18.300 

Std. Deviation .9787 -.0345 .1195 .7016 1.1760 

Valid N (listwise) N 20 0 0 20 20 

a. Unless otherwise noted, bootstrap results are based on 1000 bootstrap samples 

 

Table 2. BCa bootstrap (SPSS Output) 
 

Descriptive Statistics 

 Statistic Bootstrapa 

Bias Std. Error BCa 95% Confidence Interval 

Lower Upper 

mark 

N 20 0 0 . . 

Mean 17.890 -.012 .212 17.540 18.240 

Std. Deviation .9787 -.0308 .1133 .8013 1.1014 

Valid N (listwise) N 20 0 0 . . 

a. Unless otherwise noted, bootstrap results are based on 1000 bootstrap samples 

 

Confidence interval = Point estimate ± Critical value (t) x Standard deviation /√𝑛 

      = Point estimate ± t0.05,19 x Standard deviation /√𝑛                                 

      = 17.89 ± 1.729 x 
0.9787

√20
 

                                = 17.89 ± 0.3784 

                                = [17.5116, 18.2684] 

 

The 95% confidence interval is between 17.5116 and 18.2684 through the MLE method. Based on the 

bootstrap method, the original samples were randomly sampled n=1000 times with replacement, and 1000 

bootstrap samples were obtained. The point estimation of the original sample is estimated to be be 𝜇
^

=
17.89, and the 95% confidence interval for percentile bootstrap is between 17.490 and 18.300. For BCa 

bootstrap, the point estimation of the original sample is estimated to be be 𝜇
^

= 17.89, and the 95% 

confidence interval between 17.540 and 18.240. The original sample data are statistically analyzed through 

three methods. The comparison of the three methods is summarized in Table 3. The study found that the 

BCa method produced CIs closer to the desired level of the coverage than the other methods. The mean and 

standard deviation in Table 1 refers to the difference between MLE, percentile bootstrap and BCa bootstrap.  
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Table 3. Parameter estimation results of three methods for the sample 

 
Methods Point estimation Confidence interval Interval length 

 Estimate Dev.   

MLE 17.89 0.9787 [17.5116, 18.2684] 

 

0.7568 

percentile bootstrap 

 

17.89 0.9787 [17.490, 18.300] 0.8100 

BCa 

 

17.89 0.9787 [17.540, 18.240] 0.7000 

 

 

5. Conclusion 

 

There are three methods to calculate confidence interval. There are MLE, percentile bootstrap and BCa 

bootstrap. Then computation off bootstrapping methods for mean and median were explained using SPSS. 

Furthermore, some comparisons were done. Traditional and bootstrapped confidence intervals were 

compared for mean. The advantages of bootstrapping are assumptions on bootstrap are less restrictive, and 

more easily checked, than the assumptions on MLE. The bootstrap also can be applied to situations where 

MLE may be difficult or impossible to find.  
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