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ABSTRACT 
 

Genetic Algorithms (GAs) are adaptive heuristic search algorithm premised on the evolutionary ideas 
of natural selection and genetic. The basic concept of GAs is designed to simulate processes in 
natural system necessary for evolution, specifically those that follow the principles first laid down. As 
such they represent an intelligent exploitation of a random search within a defined search space to 
solve a problem. On the other hand, Neural Networks are composed of interconnecting artificial 
neurons. Artificial neural networks may either be used to gain an understanding of biological neural 
networks, or for solving artificial intelligence problems without necessarily creating a model of a real 
biological system. Thus, these two methods is the advance model for forecasting technique especially 
involving air pollution prediction and will be discuss as an overview of methodology in this particular 
research aspect.  
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1.0 INTRODUCTION 
 

 In general, pollution can be described as the deliberate or accidental contamination of 
the environment with waste that is created by human action. A pollutant is a substance or 
effect, which adversely alters the environment by changing the growth rate of species, 
interferes with the food chains, is toxic or interferes with health, comfort, amenities or 
property values of people. The consequences from this particular activity will create negative 
externality. Negative externality can best be described as a spillover effect associated with 
production or consumption that extends to a third party outside the market (Callan SJ. and 
Thomas JM. 2004). There are various types of pollution, however for this study, the primary 
focus is on air pollution.  Air pollution occurs when our air is contaminated probably caused 
by the natural and anthropogenic pollutants. Anthropogenic pollutants meaning, the 
contaminants associated with human activity, including polluting residuals from consumption 
and production (Callan SJ. and Thomas JM. 2004).  
 
 Malaysia is a prosperous country. In order to achieve high-income country by the 
year 2020, the government proposed aggressive growth from the various economic activities, 
more manufacturing output and encouraging additional population per year (Lehar, H. 2007). 
Due to this, the opportunity cost is air pollution emission. This research aims to fill the gap 
that failed to comply by the previous research. According to Sanglimsuan, K. (2012), he 
found the empirical evidence that global population change is significantly associated with an 
increase in carbon dioxide emissions. However, the study was conducted from year 1980 to 
the year 2007. Thus, the result was obsolete. The main aim of this study will cover the 
analysis from the year 1970 to the year 2011 in order to come out with the more recent 
result. 
 
 Under the 10th Malaysia Plan from the period 2011 to 2015, the government outlined 
several strategies to promote the sustainable development and environmental conservation. 
Environmental conservation cannot rely purely on a sense of responsibility. The Government 
will, therefore, promote economic opportunities that create value from conservation. For 
example, eco-tourism can generate income particularly for local communities to encourage 
the conservation of the country’s flora and fauna. We must also seize opportunities that arise 
from emerging trends, where green products, services and technology are increasingly in 
demand. In this respect, I call upon industries to take this opportunity and use the incentives 
provided by the Government through the Green Technology Financing Scheme worth RM1.5 
billion to enhance the application of green technology in the production of goods and 
provision of services (10th MP). In addition, The Government will also promote 
environmentally friendly housing by introducing guidelines and a green rating system. 
Putrajaya and Cyberjaya will serve as flagship green townships. The Government will take 
the lead in adopting green building standards. New Government buildings will be designed to 
meet green standards. Energy efficiency of existing buildings will be enhanced and as a 
showcase example, the Prime Minister’s Office complex will be upgraded to meet the Gold 
Standard Green rating (10th MP). Thus, from this research, it will cater well the country with 
the relevent information needed with the concrete analysis in order to achieve the objective 
stated in 10th MP. 
 
 
2.0 LITERATURE REVIEW 
 
 The research findings, presented by each of the authors cited in this chapter, were 
balanced against one another in order to establish a sound basis for this research and to 
provide a reference by which any contributions to knowledge, presented herein, could be 
measured. The literature review for this research was conducted over a period of several 
years. The objective of the review was acquire an understanding of the current state of 
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knowledge in the field in which this research was undertaken and to identify key research 
groups, seminal authors and forums where such research was presented and subjected to 
peer review. The review process involved an examination of numerous texts, refereed journal 
publications, conference proceedings, internet-sourced publications and trade journals. 

The literatures were limited to three variables based on the IPAT Model proposed by 
Commoner, Corr and Stamler (1971) and Ehrlich and Holdren (1971). Based on their study, 
the equation is I = f (P, A, T), where I is environmental impact, P is Population, A is Affluence 
and T is Technology. However, since there is a limitation in term of availability of the data, 
the variables are as follow; I is Air Pollution Index (API), P is Population, A is Affluence and T 
is Manufacturing Industry. Specifically, the authors, and their influence on this research are 
summarized as follows.  

 
Global population keeps increasing year by year. There are numerous literature found 

that direct correlation between increasing number of population will lead to high air pollution 
emission. According to Sanglimsuan K. (2012), he found the empirical evidence that global 
population change is significantly associated with an increase in carbon dioxide emissions. 
The study was achieved by analyzing the relationships between carbon dioxide emissions, 
population, and other related factors. The empirical study is based on cross-country data 
from 83 countries from 1980 to 2007. The results show that population pressure has impact 
on growth in carbon dioxide emissions. The researcher also added that the results has been 
confirmed that population is a critical factor for manipulation of carbon dioxide increase.  

 
 Furthermore, the population of industrialized countries such as the United States or of 
countries from the European Union spends approximately more than one hour each day in 
vehicles. In this respect, numerous studies have so far addressed outdoor air pollution that 
arises from traffic (Mueller D. et al. 2011). In addition, in both developed and rapidly 
industrializing countries, the major historic air pollution problem has typically been high levels 
of smoke and Sulphur Dioxide (SO2) arising from the combustion of sulphur-containing fossil 
fuels such as coal for domestic and industrial purpose. At the current status, the major threat 
to clean air is now posed by traffic emissions. Traffic congestion is the result of the 
relationship between transport and land-use, where impacts are obvious in several 
metropolitans (Sertel, E. et al. 2008).  
 
 The relationship between economic growth and the environment is controversial 
according to Ekins (1999) and Xepapadeas (2003). Grossman and Krueger (1991, 1994) and 
the World Bank (1992) are the pioneering studies, which brought the EKC to public attention. 
Grossman and Krueger’s (1991) study explored the relationship between economic growth 
and pollution measures for air quality, and their focus on the year 1994 studied on water 
quality. Since its discovery, much statistical evidence on the EKC has accumulated for many 
other pollution measures based on the research being done by Barbier (1997), Cole et al 
(1997), Suri and Chapman (1998). Bradford et al (2000), Harbaugh (2002), and Stern (2003). 
 
 According to the research being done by Selden and Song (1994), Stokey (1998), 
and Andreoni and Levinson (2001), they have also been many attempts to derive the EKC 
theoretically.The dominant theoretical explanation is that when GDP increases, the greater 
scale of production leads directly to more pollution, but, at a higher level of income per 
capita, the demand for health and environmental quality rises with income which can 
translate into environmental regulation, in which case there tend to be favorable shifts in the 
composition of output and in the techniques of production. 
 
 Greenhouse gases production is the only one element of the environmental footprint of 
conventional manufacturing process technologies. Volatile organic compounds (VOCs) are 
common by-products of a wide range of industrial processes in the United States including 
petroleum refining, chemical production, food & beverage production, forest & paper 
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products manufacturing, printing, packaging, and industrial coating. Next, the VOCs react 
with air when exposed to sunlight and are a major source of ground level ozone in example 
is smog. Additionally, many VOCs threaten human health, being linked to cancer, asthma 
and birth defects (Brunkreef and Holgate 2002). Because of these environmental and human 
health effects, VOC emissions are addressed by the Clean Air Act and tightly regulated by 
the EPA. 
 
 Industrial processes are the single largest source of Volatile Organic Compound (VOC) 
pollution emissions with nearly 6 million tons emitted into the atmosphere annually (USEPA 
2006). The EPA and most states currently regulate VOC emissions, mandating that industrial 
sources exceeding some threshold, typically 25 tons per year are required to install some 
type of abatement equipment. Thermal oxidation systems using natural gas fueled burners to 
incinerate VOCs account for nearly 75% of abatement technologies installed in the US (CMR 
2006). They are capital intensive, have high operating costs, and consume substantial 
energy. Due to the potential economic impact of tightening emission regulation, the EPA 
requires only the largest polluters to install abatement equipment, allowing smaller 
manufacturers to emit VOC pollutants up to a cap. The cost of pollution abatement 
equipment, both to install and to operate, is significant for manufacturers. And although VOC 
emission caps protect the smallest manufactures from economic hardship, medium sized 
manufacturers are often forced to limit their production output in order to stay under limits. 
Limiting production in an underutilized plant means less return on invested capital and loss of 
global manufacturing share to manufacturers operating in less regulated countries. 
 
 
3.0 METHODOLOGY 
 
3.1 GENERAL NEURAL NETWORKS 
 

An Artificial Neural Network (ANN), simply referred to as a Neural Network, is a 
computer program designed to model the human brain and its ability in terms of learning and 
information processing (Haykin, 1994). Early artificial neural networks were inspired by 
biological nervous systems. The primary features of artificial neural networks are derived 
from two characteristics of the brain: the ability to 'learn' and to generalize from limited 
information (Hewitson and Crane, 1994). In recent years the development in ANN 
technology has evolved into an applied mathematical technique that has some similarities to 
the human brain (Easson, 1996). 

 
Learning of a neural network can be divided into supervised learning and 

unsupervised learning. The former refers to the learning pattern that results in networks with 
adjustable parameters updated by a supervised learning rule (Jang, 1997), and the latter 
consists of only input training data and is trained without human intervention. All the neural 
networks with supervised learning capabilities can be unified into the framework of adaptive 
neural network. An adaptive network is a neural network structure comprising a number of 
nodes connected through directional links (Jang, 1997). Each node, or neuron, represents a 
process element, and the links between the nodes specify the relationship between the 
connected nodes. Adaptive neural networks are composed of a large number of 
interconnected neurons working in parallel to solve a specific problem. Two or more neurons 
can be combined to form a layer, and a network can contain several layers. Multiple-layer 
networks are very powerful. It is proved that a network of two layers with sigmoid as the 
function of the first layer and linear as the function of the second layer can be trained to 
approximate any function (Demuth and Beale, 2000). Figure 3 displays a three-layer neural 
network. 
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Figure 3: A Three Layer Neural Network 
 

 
 

In order to utilize an ANN to solve a problem, the first step is to train the ANN to 
'learn' the relationship between the input and output. This is accomplished by presenting the 
network with examples of known inputs and outputs, in conjunction with a learning rule 
(Easson, 1996). The learning rule specifies how the network parameters, i.e., weights and 
biases, should be updated to minimize the discrepancy between the network’s actual output 
and the desired output (Jang, 1997). In the learning process, initial weights to the 
connections in the architecture of the ANN are assigned, and then the ANN iteratively adjusts 
the interconnection weights until the ANN can successfully produce output values that match 
the original values. These weighted matrixes of interconnections allow the neural network to 
recognize and respond to patterns in data (Obermeier and Barron, 1989), and create a 
mapping of input-output variables. The mapping can be used to make simulation and 
prediction according to other input data within the range. 

 
The ANN models have been developed in various disciplines to recognize patterns or 

approximate functions from complicated data and to make predictions. Recently, this 
approach has been applied to air pollution simulation and prediction (Comie, 1997; Gardner 
and Dorling, 1998; Ruiz-Suarez et al, 1995). The ANN can be trained to screen data to 
detect patterns, to identify potential problems or opportunities, or to discover similarities 
between current and past situations. Air pollution mechanism is complex and dynamic in 
nature, and can be represented by various interactions that operate on different spatial-
temporal scales where different aspects can lead to the same impact in example, the 
emission of acid deposition pollutants. Since air pollution formation and transportation are 
complex and nonlinear processes, and the air pollution data may be imprecise and 
complicated, the neural network approach is appropriate for air pollution prediction. 

 
As one of the nontraditional modeling techniques, ANN has been used to deal with a 

variety of problems in the environmental field. When traditional methods produce 
unsatisfactory results, the ANN could provide an alternative, or in some cases, represents a 
significant improvement (Robinson, 1991). The development of statistical models for air 
quality prediction has been a subject that involved extensive research efforts, resulting in 
many models (Korsog and Wolff, 1991; Feister and Balzer, 1991; Abdul-Wahab et al., 
1996; Katsoulis, 1996; Fiore et al., 1998). However, the main limitations of statistical 
techniques are the rigid assumptions that are essential for justifying their applications, such 
as those of sample size, linearity, and continuity (Huang, 2003). Neural networks, with their 
ability to derive meaning from complicated or imprecise data, have been shown as an 
effective alternative to more conventional statistical techniques (Schalkoff, 1992). 

∑ f1

∑ f1

∑ f1

∑ f2

∑ f2

∑ f2

∑ f3

∑ f3

∑ f3

Input Layer 1 Layer 2 Layer 3

p1

p2

P3
.
.
.
pR

)bp(IWfa 11,111 += )ba(LWfa 212,122 += )b(LWfa 323,233 += a

iw1,1

iw1,1

1,1

S,R

n1
1

b1
1

n1
2

n1
S

1

1

1

1 1 1

1 1

1 1

b1
2

b1
S

1

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

a1
1

lw2,1
1,1 n2

1 a2
1 lw2,2

1,2 n3
1 a3

1

n2
2 n3

2a1
2 a2

2 a3
2

b2
2 b3

2

a1
S

1 n2
S

2 a2
S

2 n3
S

3 a3
S

3

b2
S

2 b3
S

3
lw2,1

s
2.s1 lw3,2

s
3.s2



Proceedings of  International Conference on Public Policy and Social Science, UiTM Melaka Malaysia, November 2012  
ISBN 978-967-11354-5-7 
 

611 
 

 
 The neural network approach exhibits several advantages over traditional 
phenomenological models. The most important advantage is that it can solve problems that 
are too complex for conventional technologies such as statistical methods. These problems 
include pattern recognition and function approximation. Their applicability is increasing in air 
quality predictions because of their ability to handle uncertainties and complex relationships. 
Other advantages include rapid information procession, the ability to develop a mapping of 
the input and output variables. The ANN has been applied in the field of air quality prediction, 
where there is a lack of understanding of the complex nonlinear relationships between 
meteorology and pollution. ANN models have been used to forecast air quality behaviour for 
NOx and NO2 (Gardner and Dorling 1999, Hasham et al, 2004), SO2 (Fernandez de 
Castro et al. 2003; Boznar et al. 1993), O3 (Cannon and Lord 2000; Comrie 1997;Yi and 
Prybutok 1996), PM10 (McKendry 2002; Chelani et al. 2002), PM2.5 (McKendry 2002; 
Perez et al. 2000), and H2S and NH3 (Rege and Tock 1996). In addition, Benvenuto and 
Marani (2000) used neural networks for data quality control of environmental time series and 
reconstruction of missing data. 
 
 Although there have been research papers in using neural network approach to make 
predictions in atmospheric field, more researchers are expected to take advantage of ANN in 
this area. Here is some research work on neural network in the air pollution prediction area. 
Comrie (1997) compared neural networks and multi-regression models for ozone 
forecasting. In this study, multiple regression models and neural networks are developed and 
examined for eight cities under different meteorological conditions and ozone concentrations. 
Model comparison statistics indicate that neural network techniques are consistently better 
than regression models for daily ozone prediction to some extent, and neural network models 
have some advantage over regression models in terms of inherently incorporating nonlinear 
relationships and thus make somewhat more accurate predictions of ozone than regression 
models using the same set of input data. It is also concluded that all types of models are 
sensitive to different weather-ozone regimes and the role of persistence in aiding predictions. 
 Gardner and Dorling (1999) applied the neural network to model and predict hourly 
NOx concentrations in an urban area of London. In this study, Multilayer perceptron(MLP) 
neural networks with meteorological input data were used to predict the concentrations. They 
were trained using the scaled conjugate gradient algorithm network with two hidden layers. 
Based on the data used by Shi and Harrison (1997), Gardner and Dorling conducted a 
comparison study with a regression model developed by Shi and Harrison. Gardner and 
Dorling concluded that MLP neural networks could accurately model the relationship 
between local meteorological data and NO2/NOx concentrations in an urban environment. 
The neural network models are seen to learn the underlying pattern of emissions without any 
external guidance. This enables the models to be easily constructed. Gardner and Dorling 
also noticed that MLP neural networks have several advantages over traditional multiple 
linear regression models. These include the ability of MLP models to make efficient use of 
proxy data when the optimum predictor variables are unavailable. 
 
 Grubert (2003) used neural network approach to predict acid deposition in the Eastern 
United States. The author employed backpropagation training algorithm to train neural 
networks on total sulphur dioxide emissions from power plants and measured field data on 
precipitation chemistry. These trained networks were then applied to predict seasonal 
changes in sulphate, hydrogen, nitrate, and ammonium ion concentrations caused by 
projected decreases in sulphur dioxide emissions by the power plants in the eastern United 
States. After comparing forecasted acid ion concentration results with actual monitoring site 
values, Grubert concluded that neural networks could predict future wet deposition trends 
provided that the extrapolation process was done in steps. 
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3.2 GENERAL GENETIC ALGORITHM 

 
 Gas can be applied to obtain good solutions for many problems to which traditional 
optimization approaches have not proven successful. Several GA approaches have been 
developed and applied into the water management field (Scott, 1995; Liong, 1995; Brian 
1994). However, there are almost no such cases in air quality management especially in 
Malaysia. GAs is class of probabilistic procedures that search for good solutions to problems 
by emulating the “survival to the fittest” concept seen in nature. The principle idea of the Gas 
can be summarized as follows. 
 
 In a GA, a potential solution to a problem is most often represented as a vector of 
values or genes. In the context of this model, each gene may represent the allowable 
emission level at a controlling emission source in the study region, based on this context is 
Malaysia. In GA the set of potential strategies are also called a population, generally 
consisting of about 50 to 200 strategies, which are generated at random or seeded with good 
solutions. The problem is subjected to several probabilistic operators that are analogous to 
natural selection, mating (including genetic combination) and mutation. 
 
 In the selection step, pairs of strategies may then undergo mating or crossover to 
form two new strategies. The new strategies are then ordered to create a new population. 
The selective and mating steps continue until the new population is the same size as the 
current population. The performance of each strategy in the population has been generated, 
use Monte Carlo simulation to evaluate the fitness of a strategy. For example, the vector 
representing an air control strategy is first decoded to determine which emission level are 
allowable at each source. An air quality model is then run to determine the resulting air 
quality. The strategy is assigned a fitness that is a function of how effectively it meets the 
ambient target as well as other modeled objectives and constraints. After repeating the 
process for required number of generations, best strategies are sure to be found. The GA 
search process is depicted in Figure 4. 
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Figure 5: The Flowchart of GA 
 

 
 
3.3 NEURAL NETWORKS AND GENETIC ALGORITHM 
 
In forecasting one usually starts with the linear regression model, given by the following 
equation. 

ttkkt XLY εβ +Σ= ,                   (1) 
),0(~ 2σε Nt                   (2) 

 
Where the variable εt is a random disturbance term, normally distributed with mean 

zero and variance σ2, and {βκ} represent the parameters to be estimated. The set of 
estimated parameters is denoted {βeκ} while the set of forecasts of Y generated by the 
model with the coefficients {βeκ} is denoted by {Yet}. The goal is to select {βeκ} in order to 
minimize the sum of squared differences between the actual observations Y and the 
observations predicted by the linear model Ye. While there are a number of different 
computational methods for selecting {βeκ} depending on the structure of the model, the basic 
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concept is to use the implied stochastic process of the error term to generate a maximum 
likelihood solution to the problem. Commonly this results in the autoregressive linear 
forecasting model: 

∑ ∑
= =

− ++=
*

1 1
,

K

t

K

j
ttjjitit XYY εγβ                 (3)           

in which there are K independent X variables, with coefficient γj for each xj, and K* lags for 
the dependent variable y with, of course, K+K* parameters {β} and {γ} to estimate. Thus the 
longer the lag structure, the larger the number of parameters to estimate, and the smaller are 
the degrees of freedom of the overall regression estimates. 
 
 The number of output variables may be more than one. In the case of orthogonal error 
terms ε, each may be estimated as a single equation as above. In the case of correlation 
between the error terms, a vector auto- regression approach is appropriate. The linear model 
has the useful property of having a closed form solution for solving the regression problem of 
minimizing the sum of squared differences between {Y} and {Ye}. Thus the linear method is 
quick and easily understood. 
 

For short run forecasting, the linear model is a reasonable starting point or 
benchmark. This is because in many markets one observes only small symmetric changes in 
the variable to be predicted about the long-term trend. From the Weierstrass Theorem, a 
polynomial expansion around a set of inputs x with a progressively larger power P is capable 
of approximating to a given degree of precision any unknown but continuous function y = 
g(x). Consider for example a second degree polynomial approximation of three variables, 
[x1t , x2t, x3t ] and a continuous but unknown function g. The approximation formula for g 
would be as equation (16): 

 
Yt = 0 + B1x1t + B2x2t + B3x3t + B4x2

1t + B5x2
2t + B6x2

3t B7x1tx2t + B8x1tx3t + B9x2tx3t                 (4) 
 

Note that the second-degree polynomial expansion with three arguments or 
dimensions has three cross terms {β7, β8, β9} which represent the cross effects of the 
exogenous variables on y. This simple expansion requires the estimation of ten parameters 
and the degrees of freedom in the estimate will decline exponentially as the degree of the 
polynomial in the expansion increases. This “curse of dimensionality” is an exacting price to 
pay for accuracy in the fitting of the non-linear model to the data in the econometric 
estimation. 

 
 As an alternative to these traditional methods, the neural network approach is a more 
parsimonious estimation technique. The reason why one uses the neural network is simple 
and straightforward. The goal is to find an approach or method which forecasts well data that 
are generated by often unknown and highly non0linear processes with as few parameters as 
possible. 
 

Like the linear and polynomial approximation methods, a neural network relates a set 
of input variables {xi}, i=1,...,k to a set of one or more output variables{yj}, j=1,...,k*. The 
difference between a neural network and the other approximations methods is that the neural 
network makes use of one or more “hidden layers”, in which the input variables are 
transformed by a logistic or log-sigmoid transformation. The appeal of the log- sigmoid 
transform function comes from its “threshold behavior” which characterizes many types of 
economic responses to changes in fundamental variables. 

 
 Furthermore, the shape of the logsigmoid function reflects a kind of learning behavior. 
Often used to characterize learning by doing, the function becomes increasingly steep until 
some inflection point. Thereafter the function becomes increasingly flat up and its slope 
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moves exponentially to zero. Following the same example, as interest rates begin to increase 
from low levels, consumers will judge the probability of a sharp uptick or downtick in the 
interest rate based on the currently advertised financing packages. The more experience 
they have, up to some level, the more apt they are to interpret this signal as the time to take 
advantage of the current interest rate, or the time to postpone a purchase. The results are 
markedly different than those experienced at other points on the temporal history of interest 
rates. The following system of equations are most commonly used in the “feed forward” 
neural network: 

 
∑
=

+=
*

1
,,0,,

i

i
tiikktk xn ωω
                    (5)

 

 )(/1 ,
,

tni
tk eN −=                      (6) 

 ∑
=

+=
*

1
,0

k

k
tkt kNy γγ                     (7) 

 In this system there are i* input variables {x} and k* neurons. Equations (49) through 
(51) are interpreted as: at any time t the a convex combination of the input variables x 
(equation (49)) are transformed by the logsigmoidal transform (equation (50)) and are input 
into the output equation (51) to generate a forecast of the variables of interest y. It is easy to 
see that this is simply a nonlinear expansion of the function g for purposes of estimation. 
Researchers have used other transform functions such as the hyperbolic tangent function as 
well, however the logsigmoidal remains the most successful transform function to date. 
 
 
4.0 CONCLUSION 
 
 Neural networking promises to provide computer science breakthroughs that rival 
anything we have yet witnessed. Once neural networks are trained properly, they can 
replace many human functions in targeted areas. We hope that our application will provide a 
small but important step in that journey. 

Now the question remains, what is the difference between human and neural 
networks? Both can learn and become expert in an area and both are mortal. The main 
difference is, humans can forget but neural networks cannot. Once fully trained, a neural net 
will not forget. Whatever a neural network learns is hard-coded and becomes permanent. A 
human's knowledge is volatile and may not become permanent. There are several factors 
that cause our brain cells to die and if they do, the information that is stored in that part is lost 
and we start to forget.  

The other difference is accuracy. Once a particular application or process is 
automated through a neural network, the results are repeatable and accurate. Whether the 
process is replicated one thousand times or one million times, the results will be the same 
and will be as accurate as calculated the first time. Human beings are not like that. The first 
10 processes may be accurate, but later we may start to make mistakes in the process. 
Another key difference is speed. Neural networks can be hardware or software. It is obvious 
that neural networks are much faster than humans in processing data and information. 
Therefore, by using this particular method, we expect that the outcome for forecasting is 
more accurate and transparent. 
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