
 



 

 

Quest for Research Excellence on Computing, 

Mathematics and Statistics  

 

Chapters in Book 

The 2nd International Conference on Computing, Mathematics 

and Statistics (iCMS2015) 

 

 

 

 

Editors: 

 

Kor Liew Lee 

Kamarul Ariffin Mansor 

Asmahani Nayan 

Shahida Farhan Zakaria 

Zanariah Idrus 
 

 

 

 



 

 

Quest for Research Excellence on Computing,  

Mathematics and Statistics  

 

Chapters in Book 

The 2nd International Conference on Computing, Mathematics and Statistics 

(iCMS2015) 

4-5 November 2015 

Langkawi Lagoon Resort 

Langkawi Island, Kedah 

Malaysia 

 

Copyright © 2015 Universiti Teknologi MARA Cawangan Kedah 

 

All rights reserved, except for educational purposes with no commercial 

interests. No part of this publication may be reproduced, copied, stored in any 

retrieval system or transmitted in any form or any means, electronic or 

mechanical including photocopying, recording or otherwise, without prior 

permission from the Rector, Universiti Teknologi MARA Cawangan Kedah, 

Kampus Merbok, 08400 Merbok, Kedah, Malaysia. 

 

The views and opinions and technical recommendations expressed by the 

contributors are entirely their own and do not necessarily reflect the views of 

the editors, the Faculty or the University. 

 

 

Publication by 

Faculty of Computer & Mathematical Sciences 

UiTM Kedah 

 

 

 

 

ISBN 978-967-0314-26-6 



 

 

Content 
 

 

International Scientific Committee 

Preface 

CHAPTER 1 ...................................................................................... 1 
Towards Ameliorating the Problem of Packet Dropping in IDS 

using P System Model on GPU 
Rufai Kazeem Idowu, Ravie Chandren M., and Zulaiha Ali Othman 

CHAPTER 2 ...................................................................................... 11 
Analyses of Software Testing Problems in Small and Medium 

Software Enterprises (SME’s) and a Proposed Framework on 

Exploratory Testing 
Murugan Thangiah  and Shuib Basri 

CHAPTER 3 ...................................................................................... 25 
Senior Citizen and Online Form: Hybrid Guideline Form Design 

Zanariah Idrus, Nor Hafizah Abdul Razak, and Noor Hasnita Abdul Talib 

CHAPTER 4 ...................................................................................... 35 
Research Paradigms in Computing Disciplines: A Review 

Nor Hafizah Abdul Razak, Noor Hasnita Abdul Talib, and Jasmin Ilyani 

Ahmad 

CHAPTER 5 ...................................................................................... 41 
Dijkstra’s Algorithm In Product Searching System (Prosearch)  

Nur Hasni Nasrudin, Siti Hajar Nasaruddin,  Syarifah Syafiqah Wafa Syed 

Abdul Halim  and Rosida Ahmad Junid 

CHAPTER 6 ...................................................................................... 49 
Developing Waqf Land Computing: A Preliminary Study On The 

Used Of Web-based Applications And Spatial Database 
Siti Nurbaya Ismail, Zanariah Idrus, Nor Hafizah Abdul Razak 



 

 

CHAPTER 7 .......................................................................................59 
Implementation Of CORDIC Algorithm In Vectoring Mode 

Anis Shahida Mokhtar, Abdullah bin Mohd Fadzullah 

CHAPTER 8 .......................................................................................71 
A Description of Projective Contractions in the Orlicz-

Kantorovich Lattice 
Inomjon Ganiev and M. Azram 

CHAPTER 9 .......................................................................................83 
The Geometry of the Accessible Sets of Vector Fields 

A.Y.Narmanov, and  I. Ganiev 

CHAPTER 10 .....................................................................................89 
Existence Result of Third Order Functional Random Integro-

Differential Inclusion 
D. S. Palimkar 

CHAPTER 11 .....................................................................................105 
Fourth Order Random Differential Equation 

D. S. Palimkar and P.R. Shinde 

CHAPTER 12 .....................................................................................115 
New Concept of e-I-open and e-I-Continuous Functions 

W.F. Al-omeri, M.S. Md. Noorani, and A. AL-Omari 

CHAPTER 13 .....................................................................................123 
Visualization of Constrained Data by Rational Cubic Ball 

Function 
Wan Zafira Ezza Wan Zakaria, and JamaludinMd Ali 

CHAPTER 14 .....................................................................................133 
Octupole Vibrations in Even–Even Isotopes of Dy 

A.A. Okhunov, G.I. Turaeva, and M. Jahangir Alam 

CHAPTER 15 .....................................................................................141 
Characterization of p-Groups with a Maximal Irredundant 10-

Covering 
Rawdah Adawiyah Tarmizi and Hajar Sulaiman 



   

 

 

CHAPTER 16 .................................................................................... 149 
Sensitivity Index of HIV-1 model Parameters with Vertical 

transmission 
Amiru Sule, Mamman Mamuda, Abdullahi Mohammed Baba, Jibril Lawal, 

and I.G. Usman 

CHAPTER 17 .................................................................................... 163 
Derivation of Four-Point Explicit Block Methods for Direct 

Solution of Initial Value Problems of Third Order Ordinary 

Differential Equations 
Z. Omar, J. O. Kuboye, and Y.A. Abdullah 

CHAPTER 18 .................................................................................... 175 
Absolute Translativity of Generalized Nörlund Mean 

Amjed Zraiqat 

CHAPTER 19 .................................................................................... 189 
Type I Error of the Modified Wilcoxon Signed Rank Test under 

Leptokurtic Distribution 
Nor Aishah Ahad, Sharipah Soaad Syed Yahaya, Suhaida Abdullah, Lim 

Yai Fung and Zahayu Md Yusof 

CHAPTER 20 .................................................................................... 199 
The Combined EWMA-CUSUM Control Chart with 

Autocorrelation 
Abbas Umar Farouk, and Ismail Bin Mohamad 

CHAPTER 21 .................................................................................... 213 
Estimating Philippine Dealing System Treasury (PDST) 

Reference Rate Yield Curves using a State-Space Representation 

of the Nelson-Siegel Model 
Len Patrick Dominic M. Garces, and Ma. Eleanor R. Reserva 

CHAPTER 22 .................................................................................... 225 
A Structural Equation Model Analyzing the Relationship Model 

on Perception Students toward Mathematics 
Siti Fairus Mokhtar 

  



 

 

CHAPTER 23 .....................................................................................233 
Partial Least Squares Based Financial Distressed Classifying 

Model of Small Construction Firms 
Amirah-Hazwani Abdul Rahim, Ida-Normaya M. Nasir, Abd-Razak 

Ahmad, and Nurazlina Abdul Rashid 

CHAPTER 24 .....................................................................................245 
Logit Bankruptcy Model of Industrial Product Firms 

Asmahani Nayan, Siti-Shuhada Ishak, and Abd-Razak Ahmad 

CHAPTER 25 .....................................................................................255 
Data Mining in Predicting Firms Failure: A Comparative Study 

Using Artificial Neural Networks and Classification and 

Regression Tree 
Norashikin Nasaruddin, Wan-Siti-Esah Che-Hussain, Asmahani Nayan, 

and Abd-Razak Ahmad 

CHAPTER 26 .....................................................................................265 
Risks of Divorce: Comparison between Cox and Parametric 

Models 
Sanizah Ahmad, Norin Rahayu Shamsuddin, Nur Niswah Naslina Azid @ 

Maarof, and Hasfariza Farizad 

CHAPTER 27 .....................................................................................277 
Reliability and Construct Validity of DASS 21 using Malay 

Version: A Pilot Study 
Kartini Kasim, Norin Rahayu Shamsuddin, Wan Zulkipli Wan Salleh, 

Kardina Kamaruddin, and Norazan Mohamed Ramli 

CHAPTER 28 .....................................................................................285 
Outlier Detection in Time Series Model 

Nurul Sima Mohamad Shariff, Nor Aishah Hamzah, and Karmila Hanim 

Kamil 

CHAPTER 29 .....................................................................................297 
ROAD Algorithm for Control Charts 

Gejza Dohnal 

  



   

 

 

CHAPTER 30 .................................................................................... 311 
Learning Numerals for Down Syndrome by applying Cognitive 

Principles in 3D Walkthrough 
Nor Intan Shafini Nasaruddin, Khairul Nurmazianna Ismail, and Aleena 

Puspita A.Halim 

CHAPTER 31 .................................................................................... 329 
Predicting Currency Crisis: An Analysis on Early Warning 

System from Different Perspective 
Nor Azuana Ramli 

CHAPTER 32 .................................................................................... 341 
Using Analytic Hierarchy Process to Rank Takaful Companies 

based on Health Takaful Product 
Noor Hafizah Zainal Aznam, Shahida Farhan Zakaria, and Wan Asma‘a 

Wan Abu Bakar 

CHAPTER 33 .................................................................................... 349 
Service Discovery Mechanism for Service Continuity in 

Heterogeneous Network 
Shaifizat Mansor, Nor Shahniza Kamal Basha, Siti Rafidah Muhamat 

Dawam, Noor Rasidah Ali, and Shamsul Jamel Elias 

CHAPTER 34 .................................................................................... 361 
Ranking Islamic Corporate Social Responsibility Activities under 

Product Development Theme using Analytic Hierarchy Process 
Shahida Farhan Zakaria, Wan-Asma‘ Wan-Abu-Bakar, Roshima Said, 

Sharifah Nazura Syed-Noh,and Abd-Razak Ahmad 

CHAPTER 35 .................................................................................... 369 
A Fuzzy Rule Base System For Mango Ripeness Classification 

Ab Razak Mansor, Mahmod Othman, Noor Rasidah Ali , Khairul Adilah 

Ahmad, and Samsul Jamel Elias 

  



 

 

CHAPTER 36 .....................................................................................381 
Technology Assistance for Kids with Learning Disabilities: 

Challenges and Opportunities 
Suhailah Mohd Yusof , Noor Hasnita Abdul Talib, and Jasmin Ilyani 

Ahmad 

 



255 
 

CHAPTER 25 
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Comparative Study Using Artificial Neural 

Networks and Classification and Regression Tree 

Norashikin Nasaruddin, Wan-Siti-Esah Che-Hussain, 

Asmahani Nayan, and Abd-Razak Ahmad 

 

 
Abstract. Financial Institutions and investors alike are very much 

interested in the accuracy of predicting the potential failures of firms. 

These financial institutions believe accurate prediction will lead to a 

low default rate in servicing their financial loans. The aim of this 

study is to find a better model to classify firms that is more likely to 

fail. Bad prediction model will lead to a high default rate. Using 

financial and non-financial information, this paper illustrates the 

construction and comparison of two models – artificial neural 

networks (NN) and classification and regression tree (CART) models 

to classify the failed from the non-failed firms.  This study found that 

based on the training sample’s result (NN = 94.03% & CART = 

94.69%) the overall accuracy result of CART is higher than the NN 

model. Similar result can be drawn for the validation sample with 

CART leading at 92.93% overall accuracy rate compared to NN’s 

91.92%. 
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1 Introduction 

 

The financial health of a company is one important factor that determines 

whether a company is eligible for securing a loan. Thus predicting the failure 

of a business entity is essential and has become the focus of many researches. 

Financial institutions use various statistical and non-statistical models to 

predict the chances firms fail. The core objective is to obtain the best model 

that can predict firm’s failure or bankruptcy to the highest degree. However, 

in the real world, there are different types of businesses with different sets of 

information that can be used as indicators to identify financially distressed 

firms. Due to this, it creates a limitation on the approach to develop a holistic 

prediction model of bankruptcy that can be used for all.  For that reason each 

prediction model developed by the researchers is unique in their scope and 

specialization of business [1]. They have their own strengths and weaknesses. 

Over the years, researchers had been developing new models using new 

methods with significant financial distress indicators in order to produce the 

best prediction model [2] and [3].  

In this paper, two methods to assess the possibility of a firm fails were 

used. The methods are the CART and the neural networks models. These 

models were chosen as each one of the models has a high rate of acceptable 

prediction in previous studies. Thirty-three financial data including financial 

ratios that are commonly used in bankruptcy studies were used in this study to 

measure the financial situation of companies grouped under the consumer 

product industry category by the Companies Commission of Malaysia 

(Suruhanjaya Syarikat Malaysia – SSM). 

The paper is divided into five sections. Section 2 reviews previous 

research on the models of bankruptcy prediction. Section 3 describes the 

methodologies. In Section 4, we discuss the analysis of the result. Finally, 

Section 5 concludes.   

 

 

2 Literature Review 
 

There are a number of key models that have been developed by various 

researchers and used in the bankruptcy prediction studies in the past century. 

The first significant type of bankruptcy prediction model is univariate analysis 

by Fitzpatrick [4]. Over the years, Multiple Discriminant Analysis (MDA) 

becomes more popular and replaces univariate analysis as a tool in the study 

of firms’ failure. In 1968, Altman published the Z score formula using 

multiple discriminant analysis for predicting bankruptcy accurately [3]. This 

statistical model that combines five financial ratios to produce a product called 

a Z-score has become the best known predictor of bankruptcy. Altman’s Z 

score model has the ability to predict distress and bankruptcy up to two to 
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three years in advance. The next type of prediction models is the logic/probit 

analysis. There were a few researches done using the logic/probit model [5] 

and [6]. The Decision Tree and the Artificial Neural Network (NN) are two of 

the later day bankruptcy prediction models. One of the first studies to apply 

NNs to the bankruptcy prediction problem was the work by Odom and Sharda 

[7]. Their work showed that the degree of prediction was very encouraging 

with an 85% overall accuracy rate.  Many banks are using default prediction 

products that are based on neural network such as Moody’s Public Firm Risk 

Model to determine the financial situation of a firm before giving out loan. 

Fundamentally, there are two main types of methods in developing firms’ 

failure prediction models. The first one is the statistical techniques among 

which are the regression analysis, correlation analysis, discriminant analysis, 

the logit model, and the probit model. The second techniques involved 

computational intelligence such as the artificial neural networks (ANNs), 

support vector machines, genetic programming techniques and data mining. 

As such, a lot of studies have been done on comparing the accuracy of 

predicting corporate failure using both machine learning techniques and the 

statistical approach. Which model becomes the most accurate model to predict 

bankruptcies depends mostly on the types of business or firm nature being 

investigated. 

A study by Jae and Chulwoo, compared the multi-discriminant analysis, 

logistic regression, decision tree and artificial neural network model with 

binary classification model to predict corporate failure based on genetic 

algorithm [8]. This study used financial ratios of 2542 externally audited small 

and medium-sized manufacturing representing bankrupt and non-bankrupt 

companies from 2001 to 2004. The prediction accuracy model showed that for 

the training sample, the classification accuracy of the proposed model is 

slightly lower than the neural network model while the classification accuracy 

for the validation sample shows that the classification accuracy of the 

proposed model is the best. Another study used three credit scoring models, 

logistic regression, CART and artificial neural network to classify applicants 

or borrowers into different level of loan eligibility [9]. The eligibility of 

applicants to borrow money will depend on their financial situation. The 

results indicate that artificial neural network predicts slightly better in the 

classification accuracy compared to logistic regression or CART. And 

recently, David, Dunsun & Yanyan did a comparative study that also used 

data mining models to predict bankruptcy [10]. 

A study by Yap, Ong & Nor compared three credit scoring models which 

were scorecard model, logistic regression and decision tree model to the 

members of a recreational club, it was found that the classification error rates 

for the three models are about the same for all three models [11]. With respect 

to that factor, they concluded that both scorecards and decision trees are 

superior predictor over logistic regression model as the two models were more 
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applicable and easier to understand. Another study has done by Guangli et al 

using the logit model and decision tree to predict credit card churn in China's 

banking industry [12]. This study used misclassification cost measurement by 

taking two types of error and economic sense to evaluate the two classification 

models. The result shows that the logit model is slightly better than decision 

tree in predicting credit card churn. 

 

 

3 The Methods 
 

The data used in this study are failed and non-failed firms categorized under 

the consumer product industry category by the Companies Commission of 

Malaysia (Suruhanjaya Syarikat Malaysia – SSM). The sample consists of five 

years data of 130 companies whereby there are 118 (90.8%) non-failed and 12 

(9.2%) failed firms. The sample data was divided into two parts called training 

and validation sample. The training sample (70%) data is used to build the 

models, while the validation sample (30%) data is for the validation of the 

models. Fig. 1 depicts the data modeling process using SPSS Clementine. 

 
Fig. 1. Data mining process flow diagram. 

 

The process starts with a ‘SPSS’ node represent the Consumer Product 

data. The two pentagon-shaped nodes represent the construction of the models 

using decision trees (CART) and neural network. Finally, the two predictive 

models were then connected to the ‘Analysis’ node which generate the 

computation for accuracy rates while the ‘Evaluation’ nodes produces the lift 

charts. 
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4 Results 
 

The results of the analysis for both methods are discussed below.  

4.1 Regression Tree (CART) 

A decision tree is easy to understand and has the ability to be converted to a 

set of rules. Furthermore, decision tree model can classified categorical and 

numerical data without any prior assumptions to be met. The CART model 

finds three variables to be influential on the company status and the decision 

tree rules are listed in Table 2 while Fig. 2 shows the CART model. 

Table 8.  CART rules. 

Healthy Delisted 

• Operating margin is greater than 

-44.947 

• Book value per share is less 

than or equal 8.350 

• Operating margin is less than or 

equal  

-44.947 

 

• Operating margin is greater than 

-44.947 

• Book value per share is greater 

than 8.350 

• Prefix last is greater than 7.032 

• Operating margin is greater than -

44.947 

• Book value per share is greater 

than 8.350 

• Prefix last is less than or equal 

7.032 
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Fig. 2. CART Model 

4.2 Neural Network 

The neural network, on the other hand, is an interconnected group of nodes. 

To classify a company using a Neural Network model, a back-propagation 

network with the following features was developed: 

 

1. Thirty three input variables: Operating Income per Share, Book 

Value per Share, Net Debt to Shareholder Equity, Total Debt to Total 

Equity, Inventory to Sales, Sales Revenue Turnover, Operating 

Margin, Balance Sheet Current Asset Report, Total Debt to Total 

Capital, Debt to Market Capital, Profit Margin, Balance Sheet Total 

Asset, Total Debt to Total Asset, Operating Income, Inventory to 

Total Asset, Net Income, Last Price, Net Fix Asset Turnover, Capital 

Expenditure to Sales, Working Capital, Balance Sheet Total 

Liability, Asset Turnover, Sales Growth, Inventory to Current Assets, 

Return on Asset, Net Debt, Price/Book Value per Share, Net Change 
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Total Equity, Return on Company Equity, Current Ratio, Price/T12M 

Cash Flow per Share, Operating Income to Total Debt, Cash Flow 

per Share. 

 

2. One output variable: Company status that takes two values. 1 for 

delisted and 0 for healthy company. 

 

The simple illustration of neural network is presented in Fig. 3. The 

neural networks model has 32 neurons in the input layer, 3 neurons for hidden 

layer and 1 neuron for the output layer.  

 

 

 

 

 
 

Fig. 3. Simple Representation of back-propagation neural network. 

 
In neural networks, no mathematical model is produced and only the 

importance of the input variables in descending order is given as shown in 

Table 3. The top three important variables are Book Value per Share, Net 

Debt to Shareholder Equity and Total Debt to Total Equity. 

Table 2. Relative Importance of Input Variables. 

Book Value per Share 0.1665 
Net Debt to Shareholder Equity 0.1510 
Total Debt to Total Equity 0.1425 
Sales Revenue Turnover 0.0805 
Inventory to Sales 0.0740 

Input 

Layer Hidden 

Layer 

Output 

Layer 
Healthy/ Delisted 
Company 
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Cash Flow per Share 0.0636 
Operating Margin 0.0627 
Profit Margin 0.0350 
Balance Sheet Current Asset Report 0.0232 
Total Debt to Total Asset 0.0201 
Net Income 0.0182 
Operating Income 0.0170 
Total Debt to Total Asset 0.0141 
Last Price 0.0133 
Inventory to Current Assets 0.0125 
Balance Sheet Total Liability 0.0121 
Net Fix Asset Turnover 0.0106 
Net Change Total Equity 0.0102 
Return on Company Equity 0.0081 
Inventory to Total Asset 0.0075 
Price/Book Value per Share 0.0075 
Debt to Market Capital 0.0073 
Working Capital 0.0065 
Capital Expenditure to Sales 0.0064 
Asset Turnover 0.0055 
Sales Growth 0.0054 
Net Debt 0.0041 
Price/T12M Cash Flow per Share 0.0038 
Current Ratio 0.0038 
Balance Sheet Total Asset 0.0029 
Operating Income to Total Debt 0.0022 
Return on Asset 0.0019 

4.3 Model Comparison 

A comparison between these two models was made to determine a more 

predictive model. The overall accuracy rates for training and validation 

samples are given in Table 3. The result shows that CART performs better 

than the Neural Network model in both the training and validation samples. 

 

Table 3. Accuracy rate. 

 

Model Training Validation 

CART 94.69% 92.93% 
Neural Network 94.03% 91.92% 
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5 Conclusions 
 

As a conclusion, the CART model was found to predict better than the neural 

network model both during the training and also validation process. However, 

both models achieve very high accuracy rates that signify their high predictive 

ability. This study also revealed that whichever model to use in predicting 

bankruptcy would eventually relies more towards the input variables. Book 

Value per Share, Net Debt to Shareholder Equity and Total Debt to Total 

Equity were the outstanding input variables for the neural network model 

while Book Value per Share, Operating Margin and Prefix Last in the CART 

model. These six relatively important variables were refined from a set of 

thirty three input variables initially used in the testing. 
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CHAPTER 26 

Risks of Divorce: Comparison between Cox and 

Parametric Models 

Sanizah Ahmad, Norin Rahayu Shamsuddin, Nur Niswah 

Naslina Azid @ Maarof, and Hasfariza Farizad 

 

 
Abstract. Divorce or also known as the dissolution of marriage 

occurs when the bond of matrimony between married couples is 

dissolved.  Since the rate of divorce is on the rise all around the 

world, this study aims to identify potential risk factors contributing to 

divorce by making comparisons between Cox Proportional Hazards 

(PH) model (a semi-parametric method) with Weibull and 

Lognormal models (parametric methods) using survival data. We 

retrospectively studied 531 secondary data of the Muslim couples 

who filed for divorce in Selangor, Malaysia. The age at marriage of 

husband and wife, the presence of children, duration of marriage, 

couples’ educational level and employment status, household income 

and counseling session were identified as potential risk factors.  The 

AIC (Akaike Information Criterion) were used to compare the 

efficiency of models between the three methods. The Cox PH model 

gives the best fit with respect to the lower AIC value. The survival 

result from the Cox model showed that age at marriage of husband 

and attending counseling session significantly affect the decision to 

divorce. 
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