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CHAPTER 1 

Towards Ameliorating the Problem of Packet 

Dropping in IDS using P System Model on GPU 

Rufai Kazeem Idowu, Ravie Chandren M., and Zulaiha Ali 

Othman 

 

Abstract. As the number of internet users grows exponentially 

everyday, the attacks and intrusions experienced on different 

networks equally multiply rapidly! Most of the current Intrusion 

Detection Systems (IDSs) are confronted with the challenge of 

coping with this high volume of traffics because they have low 

processing throughput. The overall consequence of this short-coming 

is what is known as packet dropping. P system, which is otherwise 

called membrane system, is a maximally parallel, non-deterministic 

and highly distributed model inspired by the functioning of living 

cells in Biology. Therefore, in exploring the parallelism advantage of 

both membrane system and Graphics Processing Unit (GPU), the 

paper presents an attack detection P system implemented on GPU to 

minimally decrease the negative impact of packet dropping which 

usually emanates from busy networks. On evaluation with KDD Cup 

dataset, our model achieves high throughput average of about 

50000p/s and classification accuracy of 95.8%.  
 

Keywords: Membrane Computing, Intrusion Detection, 

Network security, GPU. 
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1 Introduction 
 

Within the cyberspace, every nefarious activity termed ‘attack’ or ‘intrusion’ 

is aim at: (i) compromising the integrity of the information system or/and (ii) 

denying its availability or/and   (iii) rendering its performance inefficient. 

Based on the fore-going, the introduction of Intrusion Detection System (IDS) 

became expedient. Intrusion Detection System (IDS) which has been 

identified as a highly crucial element of Network/Computer Security (NCS) is 

saddled with the responsibility of providing protection within NCS’s second 

layer [1]. In order to achieve this goal therefore, every IDS frequently keeps 

eagle’s eye on the network environment or information system with a view to 

spotting and checkmating the impact of unusual activities which have high 

resemblance of an attack/intrusion [2], [3].Therefore, an IDS which would be 

able to play the above required roles accordingly should exhibit among other 

traits, an extremely high throughput and accuracy in the face of the ever-

growing network traffics. It has been shown that CPUs commonly become 

overwhelmed and invariably drop packets when their throughput could no 

longer cope with very high volume of traffic data [4], [5]. This challenge acts 

as a setback for IDS because it leads to inaccurate attack detection and 

increase in false positives. So, one of the ways of handling this within the 

classification domain is ensuring that the processing throughput is kept high.   

Meanwhile, Membrane Computing (MC) which is a novel computational 

model, is an endowed parallel and distributed computing model having the 

inherent benefits of high understandability, communication advantage, 

dynamic feature, synchronization and non-linearity. Past researches have 

shown that MC is a very promising model for solving NP-hard problems and 

so has successfully been applied in several fields including biology, 

linguistics, medicine, economy, optimization, graphics and cryptography [6]. 

Furthermore, previous attempts to solve this problem of packet dropping 

in IDS had explored the hardware approaches of using multi-core, GPU or 

FPGA. So, this work employs a model which is designed in line with 

recognizer tissue P system by applying classification and symport 

communication rules on the objects contained within the membrane regions to 

ensure load balancing among the GPU processors. Ultimately, the 

implementation is premised on taking advantages of GPU and MC to mitigate 

packet dropping by having sustainable and greatly increased throughput under 

worst-case network traffic scenarios. 

The remainder of the paper is structured under the following sections: 

Section 2 briefly discusses related works previous done on achieving high 

throughputs in IDSs and mitigating the impact of packet dropping.  While 

Section 3 dwells on short description on how the attack detection P system 

works on GPU, Section 4 presents the simulations.  Section 5 gives and 

discusses the obtained results. The final section 6 draws the conclusion.  
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2 Related Works 
 

Several attempts to reduce the problem of packet dropping through the 

increase of processing throughput had been done in the past. These efforts 

include those of Vasiliadis et al. [7], Abhishek et al. [8], Song & Lockwood 

[9], Sun & Ricci [10] and Papadogiannakis et al. [4]. 

In 2005, Song & Lockwood [9] introduced BV-TCAM (Bit Vector-

Ternary Content Addressable Memory architecture which combined the 

advantages of BV and TCAM.  The BV-TCAM acted as a packet classifier 

and was able to flag multiple matches within extremely short network time. 

Their method which ultimately led to removal of prefix expansion of port 

ranges, achieved both throughput and very good storage efficiency. Similarly, 

Abhishek et al. [8] came up with principal component analysis (PCA) method 

implemented on FPGA with the primary aim of minimally reducing the 

network traffic dimensionality problem. 

Also, from another perspective, Vasiliadis et al. [7], announced an IDS 

called MIDeA (Multi-Parallel Intrusion Detection Architecture) which has the 

ability to yield high processing speed without any drop in packet. Their work 

had three levels of parallelism which were done by adopting multi-queue 

NICs (Network Interface Cards), a set of multi-core CPUs and multiple GPUs. 

In MIDeA, packet processing and stateful analysis were done by mapping 

appropriate operations to distinct processing units hence unnecessary 

bottleneck and deadlock were avoided.   

Furthermore, Sun & Ricci [10] proposed the use of extended Snap, which 

is a Click modular router-based approach. Their method yielded an increase in 

throughput of nearly 4x, thereby outperforming traditional software routers. 

Another remarkable progress was recorded by Papadogiannakis et al. in 2010 

[4] where they implemented selective packet discarding in the Snort NIDS as 

a preprocessor that runs before the detection Engine. In their approach, NIDS 

could anticipate overload conditions and minimize their impact on attack 

detection by dynamically adjusting the number of packets that needed to be 

discarded.   

 

 

3 Membrane System and the Attack Detection Model on 

GPU 

3.1    The Membrane System 

Membrane systems or P systems are distributed, parallel and theoretical 

computing devices. A typical membrane system consists of rules which act on 

multiset of objects during a chemical reaction within an enclosed region. So, 
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depending on the nature of the rule, resultants objects are either consumed 

within the membrane or sent-out to the environment or to the adjoining 

membrane. An example of the Euler-Venn diagram representation of 

membrane systems and its equivalent tree structure can be seen in Fig.1 (a) 

and (b). It performs computation by applying the rules on the objects non-

deterministically. The three basic variants of membrane systems are (1) 

Tissue-like, (2) Cell-like and (3) Neural-like.  

 

 

 

 

 

 

 

 

 

.                        (a)    (b)  
  Fig 1.  (a)  Membrane Structure (b) Membrane Tree 

 

A cell-like membrane system is easily identified by the hierarchical 

arrangement of its cells. In this arrangement, the skin membrane is the 

protective layer shielding the entire membrane system from the environment. 

Within it are some other membranes (and the elementary membranes), objects 

and rules governing the relationship between the objects in the various 

regions. The evolution/re-writing and communication rules are usually applied 

in cell-like P systems [11]. In neural-like membrane system, while the only 

unique object called spike or impulse is recognized, its cells (neurons) are 

however linked through synapses. When a neuron spikes, its impulses are 

replicated and sent to all connecting neurons. The distance between 

consecutive spikes released into the environment constitute the result of the 

computation [12]. 

Tissue-like membrane system is a net of simple cells freely co-existing in 

a common environment – external space where there is compartmentalized 

communication and cooperation It is a one-membrane cells structure in which 

objects are moved in between adjacent (neighbouring) cells (provided the 

channels of communication are so defined) and the environment [13].   Most 
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often the symport/antiport rules of the type; (p, a/b, q) are applied for the 

movement of the objects in which p and q are cells’ labels, a and b are 

multisets of objects.  

3.2    The Attack Detection P System Model 

Membrane systems or Our Attack Detection P system (∏AD_P) model was 

developed on the principle of recognizer tissue P systems introduced in [13]. 

A recognizer P system is often applied in decision making scenario-based 

problem such as True/False, Yes/No, On/Off in which only one option is 

applicable. In the model every region could evolve concurrently by sending 

the classified anomaly connection records to the environment. Formally, the 

∏AD-P is defined as a system of degree   m ≥ 1 of the form: 

),,,,( 1_ lrYYO mPAD                         

(1) 

Where:    

• O is set of objects. An object represents a connection record in O , 

whereby O | ϵ [0, 4898430]. So, OOa   where 
aO  denotes 

arbitrarily many copies of anomalous connection record found in  . 

• 
mYY 1

are membranes (cells) representing the zones of a network.   

• r  is a finite set of rules which is made up of types;  1r and 2r and 

defined thus: 

(i) 1r are classification rules with guard and are of the type: 

MaxPaci

;).aand.aand.a(

;saaaR

ii

iiiii







1

450540576 276123

127623

 

Where )45.05.405.76( 276123  ii aandaanda

represents the conditional guard derived from the classification 

tree and }0,1{is denotes the status of the connection record 

ia which may either be intrusive (0) or non-intrusive (1) 

determined by the features 23, 6 and 27. 

 

(ii) 2r are symport communication rules of the type: 

);,anomaly(Oi      
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This rule is applied to release anomaly traffics to the 

environment through the individual membranes. It implies that if 

anomalous connection record is detected, the rule would be used 

to transport affected object O  within 
mYY 1

 to the 

environment,  . 

Rules were used in non-deterministic and maximally parallel manner 

as tradition with computation in membrane systems. In each step, all 

objects and all cells which can evolve must evolve. 

• }{AnomalyO  ; is the environment/zone. This external 

membrane environment is where the results of computation are 

obtained and so, it is called the output region. It does not hold any 

rule. Since the working packets are either normal or anomaly, hence 

the computation of ∏AD_P system halts in the accepting mode if only 

anomalous packets 
aO  (and strictly excluding normal connection 

records )( nO ) are sent to the environment, otherwise, it is a rejecting 

computation. This stage signifies the end of computation (i.e final 

configuration). Please note that ),( OOO an  . 

• }{},,2,1{ xml  which is a link (also known as channel or 

synapse)  between the membranes and the environment, β.  

 

 

4 Simulations 

4.1    Dataset 

For our simulations, we used the KDD Cup ’99 dataset [14] which is the 

benchmark dataset for IDS. The dataset is made up of 4,898,430 labeled 

connection records whereby each data consists of 41 features which may 

either be quantitative or qualitative feature. Therefore, the first step in the 

implementation is the pre-processing of the data by ensuring that qualitative 

data were converted to numeric data. 

4.2    Methods and Materials 

Simulation was done on a desktop computer which has the following 

configuration:  
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Core i7-3820 CPU and an NVIDIA GeForce GTX680 GPU. Furthermore, we 

Used CUDA extensions with GPU-enabled functions in MATLAB’s parallel 

computing toolbox with CUDA extensions.     

The first step in the implementation is the pre-processing of the data by 

ensuring that textual data were converted to numeric forms. The structure of 

the membranes and how the objects are represented in the ∏AD_P model are 

depicted in fig.2. Several one-membrane cells (ovals) are considered as 

evolving in a common external environment  where results are obtained. 

No direct communication exists in between the cells, but all the cells 

communicate with the environment since channels for transportation of such 

were specified in advance as . These ovals were 

labeled with   and objects with distinctive embedded 41 elements 

(features) and applicable set of rules were equally specified. However, the 

arrows indicate that the decided instances of ‘anomaly’ obtained by the 

application of the classification rules, leave the cells in maximal mode through 

the channels , , . . . , to the external environment using 

symport rules. The dimension of the cells in the ∏AD-P model is determined 

based on the number of thread blocks available on the GPU. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Membrane/object representation in ∏AD-P model 

 

 

5 Results & Discussion 

5.1    Throughput 

From Table 1, while columns 1 and 2 show all the tested packets and 

membrane numbers respectively, columns 5 and 6 show the throughputs for 

)(

}{},,2,1{ xml 

m,,2,1 

),1(  ),2(  ),( m
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both the GPU and CPU respectively. Since one of the key performance 

metrics for a network intrusion detection system is a sustainable throughput 

[5], the ∏AD-P model achieved very good results in that regard. However, in 

Fig. 3, it could be observed that when the number of membranes is 16, the 

throughput for CPU is better than that of the GPU. This is because there is 

ineffective utilization of GPU resources in that instance when the number of 

membrane simulated on it is so small. 
 

Table 1: Throughput of CPU and GPU using ∏AD_P model 

 
Packet 

Size (All 

Test) 

Membrane 

Number 

Time(s) 

GPU 

Time (s) 

CPU 

Throughput 

(GPU) 

Pac/Sec 

Throughput 

(CPU) 

Pac/Sec 

314572 16 44.8 34.7 7014.3 9039.7 

314572 32 23.1 34.7 13606.3 9039.7 

314572 64 13.7 34.7 22814.5 9039.7 

314572 128 9.3 34.7 33696.3 9039.7 

314572 256 7.5 34.7 41853.9 9039.7 

314572 512 6.6 34.7 47580.1 9039.7 

314572 1024 6.1 34.7 50944.9 9039.7 

314572 2048 5.9 34.7 53102.6 9039.7 

 
Generally, the average throughput of the ∏AD_P model on GPU is 

sufficient to checkmate packet drop/loss in an IDS. This is closely related to 

the increase in multiprocessor occupancy of the GPU which ultimately 

improves the system’s efficiency. 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Comparison of CPU and GPU throughputs 
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5.2    The Classification Accuracy  

The classification accuracy is defined as the rate at which an IDS predicts the 

status (either normal or abnormal) of a traffic with a degree of certainty. It is 

usually obtained by the equation: 

FNFPTNTP
TNTP

AccuracytionClassifica



       (2) 

Where TP = True Positive, TN = True Negative, FP = False Negative and FN 

= False Negative. So, with the application of ∏AD_P model, the classification 

accuracy rate obtained is 95.8%. 

 

 

6 Conclusion  

 
So far in this paper, we have presented our initial results on the proposed 

Attack Detection P System. By evaluation, it has shown that our model has the 

great potential of decreasing the problem of packet dropping usually 

encountered by IDS when the traffics become unimaginably large. The 

throughput and classification accuracy obtained are high which suggest that 

MC is a better alternative in tackling efficiency issue in IDS. 
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