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ABSTRACT 

Predicting maize crop yields especially in maize production is paramount in order to alleviate 
poverty and contribute towards food security. Many regions experience food shortage 
especially in Africa because of uncertain climatic changes, poor irrigation facilities, reduction 
in soil fertility and traditional farming techniques. Therefore, predicting maize crop yields 
helps policymakers to make timely import and export decisions to strengthen national food 
security. However, none of the published work has been done to predict maize crop yields using 
machine learning in Eswatini, Africa. This paper aimed at applying machine learning (ML) to 
predict maize yields for a single season in Eswatini. A ML model was trained and tested using 
open-source data and local data. This is done by using three different data splits with the open-
source predictor data consisting of 48 data points each with 7 attributes and open-source 
response data consisting of 48 data points each with a single attribute, adjusted R² values were 
0.784 (at 70:30), 0.849 (at 80:20), and 0.878 (at 90:10) before being normalized, 1.00 across 
the board after normalization, and 0.846 (at 70:30), 0.886 (at 80:20), and 0.885 (at 90:10) 
after backward elimination. At the second attempt, it is done by using the combined predictor 
data of 68 data points with 7 attributes each and combined response data of 68 data points with 
a single attribute each, with the same data splits and methods adjusted R² values were 0.966 
(at 70:30), 0.972 (at 80:20), and 0.978 (at 90:10) before being normalized, 1.00 across the 
board after normalization, and 0.967 (at 70:30), 0.973 (at 80:20), and 0.978 (at 90:10) after 
backward elimination. 

Keywords: Agricultural technology, Backward elimination, Environmental factors, Linear 
Regression Machine Learning, Maize crop. 
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1. Introduction 
 
Agricultural activities have evolved drastically, moving from traditional farming methods to 
smart farming, to ensure food security and alleviate poverty. Unfortunately, these 
advancements are generally limited to large multinational corporations operating in developed 
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countries because of huge capital investment, the technological infrastructure required to 
introduce and practice smart farming, as well as policies that support the digitalization of 
farming activities. Since antiquity, agriculture has contributed to a significantly large and 
important part of the world’s economy. It has allowed populations to flourish by providing 
means to sustain them, both through feeding the population directly as well as using excess 
food produced as a means to trade and provide an income for households.  

Globally, agriculture plays important role in many economies including Africa, and it 
involves growing, harvesting and primary processing of crops, plants as well as breeding and 
raising animals, both aquatic and terrestrial (Oliver, 2014). Due to the various agricultural 
activities involved in farming, this paper looked at the floral aspect of agriculture, in particular, 
the maize (Zea mays) crop. Maize is now the most produced and most consumed grain in the 
world with South Africa being the world’s biggest producers (Ranum et al., 2014). The period 
of introduction of maize to Africa has not been definitively proven but the consensus is that it 
was brought to the continent by Europeans from the New World during the 16th century 
(Miracle, 1965; Walle & McCann, 2005), while the introduction of maize in Eswatini occurred 
during the mid-to-late 19th century (Mkhabela et al., 2005). Currently, 77% of Eswatini’s 
population relies on subsistence farming (Eswatini | World Food Programme, n.d.), most of 
which is maize farming is supported with maize imported from elsewhere while 63% of the 
country’s population lives below the poverty line (Akinnuwesi et al., 2020; Angelique & 
Nicholas, n.d.; Fielding-Miller et al., 2014; Mwendera, 2006). In Eswatini, there are currently 
over 60 governmentally recognized maize varieties, including white and yellow maize varieties.  

With such a large maize variety coupled and little published work, there is a need to 
apply machine learning to predict maize crop yields in Eswatini instead of relying on previous 
year yield experience. Changes in the climatic conditions and environmental factors make crop 
yields prediction difficult especially when relying on previous’ harvest. To accurately predict 
crop yields, climatic parameters, maize crop specifies, environmental factors and phenotype 
information should be considered as well as machine learning models to process such 
information. Machine learning is a subset field in Artificial Intelligence which allows a system 
to conclude a result or find a solution to a task without being explicitly programmed to find that 
particular solution. Machine learning is usually categorized into three forms, namely 
unsupervised, supervised, and semi-supervised learning (Mbunge et al., 2015). Unsupervised 
machine learning refers to a system identifying similarities between unclassified data in a set 
and then looking for further similarities, or lack thereof, in any new data provided to it. 
Supervised machine learning refers to training a system by feeding it test data for typical 
relationships between input and output data, and then predicting output for any new input data 
using the algorithm developed. Semi-supervised machine learning is seen as a combination of 
both the unsupervised and supervised methods. It involves using a set consisting of both 
classified and unclassified data to come up with an algorithm. The use of technology such as 
machine learning in the agricultural sector has allowed players in the industry to produce food 
more efficiently, thus enabling the rapid increase in the world’s population, especially during 
the 20th century (Chlingaryan et al., 2018; Wik et al., 2008).  

This study aimed at developing supervised machine learning model that predicts the 
yield of maize crop grown in Eswatini using multiple linear regression and backward 
elimination. The remainder of the paper is organized as follows: In section 2, we review the 
literature on crops prediction using computing tools, review of existing systems. Section 3 on 
methodology, describes the type of data used, methods of data collection, as well as explaining 
the proposed framework. The implementation and discussion of results are presented in section 
4, while some conclusions are drawn in section 5. 
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2. Related Work 
The earliest reference to modelling maize production comes from a simulation model which 
was used to monitor maize growth and development (Brown, 1987). The model monitored 
various factors which could affect growth such as fertilizer rates, weather, and soil. This 
CERES-Maize model was then used in a more wide-scale scenario to predict the total 
production of the entire United State (U.S.) Cornbelt, which at the time made up 85% of total 
maize production in the U.S (Hodges et al., 1987). The CERES-Maize model has subsequently 
been updated a few times since, leading to the latest version 4.5. 
 The use of regression techniques has also been tried before where regression techniques 
were used to predict crop yields of several crops, including maize, in conjunction with data 
mining (Khaki & Wang, 2019). Also, more recently, together with the more mainstream use of 
Artificial Intelligence in all industry sectors, there have been increased suggestions on how to 
utilize machine learning techniques to predict crop yields all over the world. In Mexico, the use 
of multiple linear regression, M5-Prime regression trees, perceptron multilayer neural 
networks, support vector regression and k-nearest neighbour methods (Gonzalez-Sanchez et 
al., 2014) was justified for that scenario since there were ten different crops, including maize. 
However, in this study, the focus was solely on multiple linear regression because, as shown 
by the results for the Mexican study, to be the best method for predicting maize yield. 

 The study carried out in Bangladesh focused on small-scale farmers and used a 
reasonable set of machine learning techniques, utilizing supervised machine learning, decision 
trees, and K-nearest neighbour regression (Shakoor et al., 2017). Also, the crops used by the 
authors were their local subsistence crops whereas the maize crops used in this study are the 
main subsistence crop grown in Eswatini. The use of machine learning has also been applied in 
the United States of America to create statistical models for forecasting crop yield productions 
(Cai et al., 2017; Forkuor et al., 2017; Palanivel & Surianarayanan, 2019); however, this was 
in the context of a developed country with the resources available to keep the soil well managed, 
as well as the regular use of remote sensing. In India, a system created by Liakos et al., (2018) 
applied  multi-linear regression and machine learning to predict the yields of several different 
crops ranging from barley, beans, carrots, as well as other local crops through the 
implementation of an Android and web application and sought to find the most profitable crop 
for the farmer.  
 The framework shown in Figure 1 depicts the architecture of the system used by 
Zingade et al. (2018) which uses multiple linear regression to predict crop production for 
several different crops through the implementation of an Android application. While there is a 
good use of external factors in the description of inputs, some aspects such as the presence of 
fertilizer (socio-economic) and the presence of plants in the immediate surrounding area (biotic) 
are not considered. Finally, the output given by the model is different to the outcome of this 
study as the study work towards different ends; the output for this study is solely predicted crop 
yield for a certain variety of maize.  
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 In the study conducted by Gonzalez-Sanchez et al., (2014), several factors were chosen 
to be used as predictor attributes for the study (Planting area, Irrigation water depth, Solar 
radiation, Rainfall, the time to maturity of the cultivar, and Maximum, Average, and Minimum 
temperatures), however, other factors which could prove to be significant in Eswatini were 
lacking. The authors further proceeded to use multiple linear regression, regression trees, 
artificial neural networks, support vector regression, and k-nearest neighbour methods in 
comparison to finding the method that most accurately predicts yield for all the crops 
considered. 

3. Methodology 

3.1 Data Collection 

The data were obtained from the National Agricultural Library of the United States Department 
of Agriculture and Ministry of Agriculture in Eswatini (formerly Swaziland). The factors to be 
taken into consideration when defining the inputs which can be used to produce the output, i.e. 
crop yield, can be generally classified into internal and external or environmental factors (Singh 
et al., 2016; Tamil Nadu Agricultural University, 2020). Internal factors are generally 
determined by the varieties of maize through their genetic makeup while the external factors 
are provided through the use of secondary data sets sourced, firstly, from open datasets sourced 
from the National Agricultural Library of the United States Department of Agriculture where 
experiments were carried out by the USDA-Agricultural Research Service to be used as the 
training set for the machine learning model (Comas et al., 2018). Local data came from the 
Ministry of Agriculture in Eswatini for crop yield, land use, and fertilizer use variables, and the 
Centre for Environmental Data Analysis based in the UK for satellite data providing values for 
precipitation, evapotranspiration, temperature, and vapour pressure, as well as the free solar 
radiation data gathered by satellites and provided by SoDa’s (www.soda-pro.com) HelioClim-
1 web service. 

Figure 1: Framework applied by Cai  et al., (2017) 
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Table 1: Sample of Local dataset 
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1985 1 1 353 34 31 9 501 391 8472 3049 30.4992 
1985 1 2 343 34 31 9 501 391 8232 2963 29.6352 
1985 1 3 378 35 31 9 501 391 9072 3265 32.6592 
1985 1 4 306 32 31 9 500 390 7344 2643 26.4384 
1985 1 5 241 28 31 9 500 390 5784 2082 20.8224 
1985 1 6 195 25 31 9 500 390 4680 1684 16.848 
1985 1 7 280 31 31 9 499 389 6720 2419 24.192 
1985 1 8 134 19 31 9 499 389 3216 1157 11.5776 
1985 1 9 264 30 31 9 498 388 6336 2280 22.8096 
1985 1 10 370 34 23 9 498 388 8880 3196 31.968 

Internal factors are the aspects that are defined by the genetic makeup or internal workings of 
the seed when it is put into the ground. These factors include: 

a) Resistance to diseases, which refers to the seed’s ability to withstand attacks from 
bacteria and viruses 

b) Resistance to pests, which refers to the seed’s ability to either repel, hinder or 
withstand attacks from insects, birds, or other creatures which may try to eat the seed 

c) Resistance to salinity, which refers to the ability to withstand higher than average 
levels of alkalinity or acidity in the soil which could affect growth rate 

d) Resistance to drought or floods, which refers to the plant’s ability to survive or even 
thrive during periods of low or excessively high rainfall  

e) An innate time to maturity for the plant, which determines the earliest time for the 
plant to reach full maturity given perfect conditions 

External or environmental factors, on the other hand, are the aspects that define what happens 
around the seed or plant which may affect its growth and yield potential. These include: 

a) Climatic factors, which in turn can be broken down into variables and their persistence 
such as precipitation, temperature, atmospheric humidity, solar radiation, wind 
velocity, and atmospheric gases 

b) Edaphic factors, which refers to the factors related to the soil such as moisture, 
temperature, mineral and organic content, the presence of other organisms, and the 
soil’s pH level 

c) Biotic factors, which refers to the positive or negative effects posed by plants and 
animals in the immediate surrounding area 

d) Physiographic factors, which refer to the elements such as topography (how to level 
the land is), altitude, and the exposure to light and wind 

e) Socio-economic factors, which can be seen as the human factor i.e. the ability to 
provide inputs such as fertilizers, insecticides, the land to be used for planting, as well 
as how well the farming process is managed 
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3.2 Proposed System Architecture 

This study was carried out by having various environmental or external factors from both the 
open-source and local datasets fed into the system as attributes and using crop yields from 
previous years to form relationships between the data during the training phase. The open-
source and local data being used for training and testing was split 70:30, 80:20, and 90:10 to 
ensure the most accurate and reliable relationships are formed. The factors which were 
considered when defining the inputs for the machine learning model are as follows: 

• Water input (rainfall and irrigation) 
• Nitrogen added through fertilizer 
• Crop evapotranspiration 
• The area used to grow the plants in the study 
• Average air temperature 
• Vapour pressure 
• Solar radiation 

An important aspect to note is there was missing data in the local dataset with regards to the 
amount of fertilizer used. This was taken care of through imputation using the mean as the 
strategy to fill in the missing data. The response variable was given by the attribute Grain Yield 
(normalized to 15.5% moisture) in the open-source dataset, and Yield in the local dataset. 

 

Figure 2: Proposed framework for this study 

 Our proposed framework consists of input dataset sources, attribute selection, data 
acquisition, multiple linear regression and output.  The input dataset sources are the part of the 
framework which dealt with collecting all the relevant datasets from their various sources.  The 
Attribute Selection part is responsible for the selection of the relevant environmental factors, 
or attributes had to be selected. This was done by looking through the open-source and local 
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datasets to see which attributes were present in both and utilizing them as the independent 
variables for the model. The Data Acquisition part involved the reading of the data from their 
respective files and ordering them into an array consisting of independent variables and an array 
consisting of the response variable (Yield). The multiple linear regression was then carried out 
by splitting the data in the arrays into training and testing data and then predicting the response 
variable using the model to compare with the actual response variable given in the testing split. 
Following the prediction of the crop yield, the results were analyzed using adjusted R2 scores 
and Root Mean Squared Error. The dataset was then normalized to determine whether 
normalization can improve the accuracy of the yield, and therefore the results were compared 
to the unnormalized dataset using the same performance matrix.  Finally, backward elimination 
was implemented on the dataset to determine the factors which affect the yield the most and the 
least. 

3.3 Regression Models in Machine Learning 

In the course of this study, the method used to predict or estimate the crop yield for a certain 
variety of maize was multiple linear regression. As a result, it is pertinent to describe what 
multiple linear regression is and how it is performed. Multiple linear regression is used to model 
the relationship between one or more independent (or predictor) variables and a single 
dependent (or response) variable by relating the observed input data to the resulting value 
through determining a linear equation which will relate the two, i.e. every independent variable 
xi is associated with the dependent variable y. The model for multiple linear regression is 
expressed as: 

     (1) 
 

where we have  represents the residual terms of the model, k representing the number of 
observation or features, and each βi representing the regression coefficient or feature weight. 

 In order to train the multiple linear regression model defined in equation (1) by fitting 
the input values xi, a cost function was employed to determine and minimize the difference 
between the observed or true y values and the fitted or predicted y values. The cost function 
which was used by this study was the Root Mean Square Error function in equation (2), 
 

                                          (2) 

Where we have 

• n determining the number of data points in the sample 
• yj representing the observed or true values, and 

•  representing the predicted or fitted values 

The R2 value or coefficient of determination is used to determine how well the predictor values 
fit the model being assessed and is given by equation (3): 
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𝑅! = 1 −	""!"#!"$$%&'
""(&()*

                                    (3) 

where, SSregression denotes the sum of squares as a result of the regression, and SStotal represents 
the total sum of squares. While using R2 in linear regression is perfectly acceptable, when it 
comes to multiple linear regression the formula needs slight alteration because the greater the 
number of independent variables added, the more the R2 value improves regardless of whether 
the newly added variables make a significant difference or not. As a result, for this study it is 
more useful to use the adjusted R2 formula in equation (4): 

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑	𝑅! = 1 − (1 −	𝑅!) / #$%
#$('(%)

0             (4) 

In equation (4), n denotes the size of the sample used, and k is given by the number of 
predictors in the regression equation. 

4. Implementation Results 
 
The system for predicting crop yield was developed using Python on Anaconda 3 bundled with 
Spyder. Anaconda is an open-source program that contains numerous Python packages which 
can be used during programming to make implementation easier for the developer through the 
use of predetermined functions. Spyder is an Integrated Development Environment (IDE) that 
gives the developer an alternative to using the terminal to write programs and carry out 
instructions. The libraries used in this study are Numpy, Scikit-learn, Panda. Matplotlib and 
Statsmodels. Applying multiple linear regression on the US Department of Agriculture dataset 
over the period 2008-2013 resulted in output in Table 2 before normalization and backward 
elimination: 

Table 2: Results of training and testing before normalization and backward elimination with open 
dataset  

Test size Train size R² Adjusted R² RMSE 
30% 70% 0.820 0.784 989.31 
20% 80% 0.870 0.849 739.15 
10% 90% 0.900 0.878 693.28 

In an attempt to improve the accuracy of the model the data was normalized and produced the 
results in Table 3. 

Table 3: Results after normalizing open dataset 
Test size Train size R² Adjusted R² RMSE 

30% 70% 1.00 1.00 0.00 

20% 80% 1.00 1.00 0.00 
10% 90% 1.00 1.00 0.00 
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An alternative method was then executed to try to improve the accuracy by implementing 
backward elimination instead of normalization, removing the explanatory variable with the 
highest p-value greater than 0.5 as shown in Table 4. 

Table 4: Results after backward elimination on open dataset only 
Test size Train size R² Adjusted R² RMSE 
30% 70% 0.870 0.846 846.31 
20% 80% 0.900 0.886 650.95 
10% 90% 0.900 0.885 681.64 

Graphically, the predicted results in Table 2 to 4 are displayed in Figure 3 to 8: 

 

Figure 3: Before backward elimination on the open dataset at 70:30 split 

 

Figure 4: After backward elimination on the open dataset at 70:30 split 
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Figure 5: Before backward elimination on the open dataset at 80:20 split 

 

Figure 6: After backward elimination on the open dataset at 80:20 split 
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Figure 7: Before backward elimination on the open dataset at 90:10 split 

 

Figure 8: After backward elimination on the open dataset at 90:10 split 

Eswatini data obtained for the years 1985 to 2005 were then added and evaluated similarly as 
shown in Table 5. 

Table 5: Results of training and testing before normalization and  
backward elimination using the local data 

Test size Train size R² Adjusted R² RMSE 

30% 70% 0.970 0.966 934.21 

20% 80% 0.980 0.972 828.53 

10% 90% 0.980 0.978 569.95 
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Table 6: Results after normalizing the combined dataset 
Test size Train size R² Adjusted R² RMSE 

30% 70% 1.00 1.00 0.00 
20% 80% 1.00 1.00 0.00 
10% 90% 1.00 1.00 0.00 

 
Table 7: Results after backward elimination on the combined dataset 

Test size Train size R² Adjusted R² RMSE 

30% 70% 0.970 0.967 925.88 
20% 80% 0.980 0.973 826.71 
10% 90% 0.980 0.978 568.45 

Graphically the results of the predictions were shown in Figure 9-14. 

 

Figure 9: Before backward elimination on the combined dataset at 70:30 split 
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Figure 10: After backward elimination on the combined dataset at 70:30 split 

 

Figure 11: Before backward elimination on the combined dataset at 80:20 split 
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Figure 12: After backward elimination on the combined dataset at 80:20 split 

 

Figure 13: Before backward elimination on the combined dataset at 90:10 split 
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Figure 14: After backward elimination on the combined dataset at 90:10 split 

5. Discussion of Results 

The results on Table 2 shows that the data split of 90:10 before normalization and backward 
elimination outperform the data-split of 80:20 and 70:30 in terms of adjusted R-square and 
RMSE while Table 4 results reveal that the data-split of 80:20 after backward elimination 
outperform the data-split of 90:10 and 70:30 in terms of adjusted R-square and RMSE. The 
results on Table 5 shows that the data split of 90:10 before normalization and backward 
elimination outperform the data-split of 80:20 and 70:30 in term of RMSE while Table 7 results 
reveal that the data-split of 80:20 after backward elimination outperform the data-split of 90:10 
and 70:30 in term of RMSE. Also, Tables 3 and 6 shows that the result for all the data-split is 
the same after the normalization of the dataset. The Figures 3 to 8 shows the results of the open 
dataset while figures 9 to 14 shows the results of the combined dataset before and after the 
introduction of backward elimination method on the three-percentage split carried out. 

6. Conclusion 
 
In this study, the R² and adjusted R² values found both before and after backward elimination 
show a strong correlation between the predictors used in the model and the response variables, 
thus showing that the predictor variables fit the model well. The use of normalization helped to 
improve the Root Mean Squared Error score; however, the results obtained did not give a clear 
picture of how well normalization helped since they returned perfect values. From the use of 
backward elimination, it was revealed that the predictor variable that affected the yield 
prediction the least was the amount of fertilizer used, while the factors that affected the 
prediction the most were water input, relative humidity, and solar radiation. Limitations 
observed from implementation included the use of relatively small datasets, which in turn also 
limited the number of predictor attributes assessed and need for greater processing power to 
complete the running of the python script promptly. 
 Larger training and testing datasets would be more beneficial to create better 
relationships between the independent variables and response variables, thus improving 
regression coefficients in the model. Using more regionally specific data to predict yields for 



 

Fashoto et. al., Malaysian Journal of Computing, 6(1): 679-697, 2021 

 

694 

certain areas in the country could help towards this end and also provide better insight into how 
well yield prediction performs in the different regions of the country. According to the Pareto 
principle, the data-split of 80/20 ratio should be used often (Harvey & Sotardi, 2018) but the 
findings in this study do not fully support that 80/20 ratio should be used in all scenarios which 
are corroborated  in a study by Folorunso et al., (2020).  Looking into the effect of using 
different maize varieties in the various regions of the country in yield prediction would also be 
recommended as this would allow for the testing of the impact of internal factors on a plant’s 
yield. 
 Moreover, machine learning models outperform traditional methods for predicting 
maize crop yields (Palanivel & Surianarayanan, 2019).Some scholars including (Crane-
Droesch, 2018; Gandhi et al., 2016; Johnson et al., 2016; Palanivel & Surianarayanan, 2019; 
van Klompenburg et al., 2020; Veenadhari et al., 2014) predicted crop yields using climatic 
parameters. However, the future work will focus on customized and automated decision support 
systems on the prediction of crop yield to aid decision making to complement farmers’ 
experience is still nascent. This will assist farmers to make informed decisions as they progress 
with farming activities instead of only predicting crop yields. Also, the customized and 
automated decision support system will help farmers to take appropriate measures to improve 
crop yields and optimization of farming resources hence increase the chances of improving crop 
harvest. To optimize farming resources such as robot weeding, planting machines are 
imperative especially in smart farming; dynamic routing  is also paramount to effectively utilize 
smart farming equipment (Ajit Kumar, 2020; Mbunge et al., 2020). 
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