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 This study focuses on the identification of Sabah and Sarawak 

air quality trends based on the data derived from the 

Department of Environment (DOE). Five Malaysia’s monitoring 

stations in Sabah and Sarawak were selected based on five 

air pollutants for four years (2015-2018). This study aims to 

classify the  indicators of variable predictors using the Principal 

Component Analysis (PCA) method and to compare the best 

model to predict Air Pollution Index (API) in Sabah and 

Sarawak using the Artificial Neural Network (ANN) model. 

After running the varimax rotation, only two pollutants (PM10 

and NO2) are the most significant pollutants out of the five 

pollutants. These two pollutants were used as input layers in 

Model B and the five pollutants were used as input layers in 

Model A. These two models were used to compare the best 

model in the ANN method. The output of ANN models was 

evaluated through the coefficient of determination (R2) and 

Root Mean Square Error (RMSE). To identify the best model, the 

highest value of R2 and the smallest value of RMSE were 

declared. The findings indicate that the ANN technique has 

been successfully implemented as a decision-making tool as 

well as in solving problems for proper management of the 

atmosphere. 

©2021 UiTM Kedah. All rights reserved. 
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1. INTRODUCTION 

             Recently, air pollution is one of the major environmental issues throughout the world. 

Pollution can take many forms, for examples, air pollution, water pollution, ground pollution, 

and noise pollution. Air pollution can be defined as polluting the atmosphere by a different 

contaminant that is endangering all life (Azid et al., 2014). It is also a type of environmental 

pollution that affects the air and is usually caused by smoke or other harmful gases, mainly 

oxides of carbon, sulfur, and nitrogen. Air pollution does not only endanger humans’ health, 

similarly, it is inappropriate to live in the future where humans are still contributing to the 

increasing of the air pollution. 

 Based on a previous research, Ku Yusof et al. (2019) found that there were three 

Malaysia’s major air pollution sources which were caused by industries, motor vehicles, and 

open burning. For the past few years, a country which was blamed to cause the burning of 

the forest was Indonesia. Smoke from the burning spread to Malaysia, and caused the worst 

polluted areas in Sabah and Sarawak. Sabah and Sarawak faced the highest record of air 
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pollution reading. The highest Air Pollution Index (API) reading was in Sri Aman, Sarawak, which 

was about 395. This was the first area in Malaysia that recorded a hazardous level since the 

transboundary haze caused by burning agricultural practices started choking the country. 

There were three areas in Sarawak which continued to hover at very unhealthy levels. While in 

Sabah, there were two areas which recorded unhealthy API levels. The areas were Kuching 

(236), Samarahan (202), Sri Aman (225), Sibu (190), and Sarikei (183) (Chung, 2019). However, 

the forest burning in Indonesia could not be blamed exclusively as the local industry in Malaysia 

also led to air pollution. The smoke emitted by factories was not adequately filtered which had 

caused the smoke to become dangerous and had affected humans’ health. 

 Ong (2019) explained that because of the bad air quality, the number of patients 

receiving treatment for conjunctivitis, asthma, and skin rashes in Labuan has increased by 40%. 

There is a different impact on each pollutant towards humans’ health. For example, the 

particulate matter under 10 microns (PM10) may lead to lung cancer while ozone (O3) can 

decrease the function of the lung and cause coughing. Besides, the existence of carbon 

monoxide (CO), may affect fetal growth, while nitrogen monoxide (NO) can cause respiratory 

distress with symptoms such as cough, nasal congestion, and sore throat. Additionally, sulfur 

dioxide (S02) may also affect people with asthma as the space in the respiratory tract becomes 

limited (Rani et al., 2018).  

              Five requirements were used to measure APIs for air pollutants such as O3, CO, nitrogen 

dioxide (NO2), SO2, and PM10 (Azid, Juahir, Latif, Zain, & Osman, 2013). Abd Rahman, Lee, 

Suhartono, and Latif (2015) explained that the API in Malaysia was developed based on the 

API introduced by the United States Environmental Protection Agency (USEPA). There are many 

studies which evaluate the air quality index, however, not many focus on Sabah and Sarawak. 

Therefore, this study focuses to evaluate the air quality index in Sabah and Sarawak by using 

PCA and ANN. 

                This study aims to classify the indicators of the variables predictors by using the PCA 

method. This study also aims to compare the best model to predict the API in Sabah and 

Sarawak. The data used in this study were secondary data obtained from the DOE of Malaysia 

that contained the air pollution index in Malaysia. The years involved in this research were from 

2015 until 2018 which were on daily basis for certain areas in Sabah and Sarawak. The data 

were categorized into several pollutants which were ozone (O3), carbon monoxide (CO), 

nitrogen dioxide (NO2), sulfur dioxide (SO2), and particulate matter less than 10 microns (PM10). 

Five continuous air monitoring stations were selected. The stations were Kuching (CA0004), 

Kota Kinabalu (CA0030), Sibu (CA0026), Labuan (CA042), and Tawau (CA0039). 

 

2. LITERATURE REVIEW 

2.1 Principal Component Analysis (PCA) 

                  The PCA is a powerful tool for data analysis because data patterns can be difficult 

to find in high-dimensional data, where the luxury of graphical representation is not available. 

Mohamad, Ash’aari, and Othman (2015) explained that this technique is used for defining 

linear combinations of the initial variables which are useful for accounting for variations in those 

variables. PCA provides the most important and relevant variables indicating the source of the 

variance, since less important variables are omitted from the entire data set during the study, 

with very limited loss in the original information. PCs are the eigenvector of a matrix of 

covariance or a matrix of correlation, and each PC derives a maximum proportion of the total 

variance. A PC that contains eigenvalue larger or equal to 1 is used and considered significant 

to obtain new variables (Alonso, Arribas, Manzoor, & Caceres, 2019). 

                Dominick, Juahir, Latif, Zain, and Aris (2012) explained that after rotation, the loading 

factor is important as it represents how much the variable contributes to that particular PC and 
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to what degree one variable is identical to another. The values of factor loading which are 

larger than 0.75 are known as strong, the values between 0.50 to 0.75 are known as moderate, 

and the values between 0.30 to 0.49 are known as weak factor loading (Azid et al., 2014). 

Besides, in order to measure the sampling adequacy, the Kaiser-Meyer-Olkin (KMO) test will be 

carried out. According to Azid et al. (2014), the value of the KMO test must be larger than 0.5.  

2.2 Artificial Neural Network (ANN) 

Abd Rahman, Lee, Latif, and Suhartono (2013) explained that forward and backward were 

the two main phases that were included in the network. According to Azid et al. (2014), the 

training data were spread by the hidden layer during the forward process and the resulting 

value contrast to the actual values for calculating the error among them. After that, the error 

that was calculated was propagated back towards the hidden layer. ANN’s study was divided 

into three parts which are data training (60%), testing (20%) and validation (20%). In the training 

phase, the data point was used to predict and study the shape of the parameters. In the 

testing phase, it was chosen to analyze the generalization capabilities of the networks that are 

said to be trained, while for the validating phase, it was liable for carrying out the last inspection 

on the network trained. 

2.3 Application of Artificial Neural Network 

In real-world issues, there are some applications of ANN, for example, the application 

of ANN in the stock market index. Currency predicting is a major financial issue that needs 

more attention. ANN is one of the best ways to model the market value, which can simply 

adjust to the changes of the market and does not accommodate usual formulas (Guresen, 

Kayakutlu, & Daim, 2011). This study appraises the efficacy of models of neural networks that 

are considered to be complex and efficient in the forecasts stock-market. ANN is also used in 

rainfall forecasting in Queensland, Australia (Abbot & Marohasy, 2012). Researchers usually use 

climate indices to predict rainfall in Queensland, but the models have so far restricted them to 

consider combinations of linear correlations individually. By using ANN, it has the capacity to 

review big values of climate indices and another input together in order to search the 

settlement independently of the relationship being considered. Many rainfall prediction 

applications use a feed-forward neural network using the generic MLP equipped with the 

back-propagation algorithm. 

2.4 Other Methods used to Evaluate Air Pollution Index 

Many methods have been used to study the API. For example, Multiple Linear 

Regression models (MLR). Based on Ku Yusof et al. (2019), MLR models have been used to 

estimate the value of PM10 during haze and non-haze seasons. Based on the results, it is shown 

that carbon monoxide clearly has a strong relationship with PM10 at 66.32%. Besides, the 

method that is used to evaluate API is the Fuzzy Time Series (FTS). The fuzzy set has been used 

as membership, which means that the concentrations of air pollution quality are characterized 

in terms of good, moderate and poor.  

The cumulative logistic model is used to examine and compare the probability of every 

kind of haze (Zhu, Zhang, & Chen, 2017). Another method that is used in determining the air 

pollution index is fuzzy logic. According to Nejadkoorki (2011), fuzzy logic is used to recognize 

air pollution and areas at risk by numerical value to assist the Air Pollution Control District 

(APCD). 
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3. ESTIMATION METHOD 

The data analysis by using PCA and ANN  is explained below. There were several steps 

that needed to be conducted in order to achieve the objectives. 

3.1 Data Collection 

The prediction model was developed in this study using 36525 (5 variables × 7305 

observations).The number of missing data in the data set was very small (~3%) compared to 

the overall data set. The data were collected by using the Division of Air Quality, DOE. 

3.2 Data Pre-Treatment 

If there was a missing data set, the nearest neighbour method would be used to treat 

the cases through the use of the XLSTAT 2019 add-in software. This method looked at the 

distance between each point and the closest point to it. So, the nearest neighbour method 

was used to estimate the missing value based on the gap endpoints. 

3.3 Principal Component Analysis (PCA) 

 

 By using the PCA, which was considered to be one of the most prevalent and useful 

statistical methods to uncover the potential structure of a set of variables, the feature of a 

huge data set could be reduced. PCA had the ability to display the most significant variables 

that might indicate the source of the pollutants because the less significant variables were 

removed from the data set with minimal loss of original data. This approach was used by 

converting them in order to describe the variability of a large set of interrelated variables, and 

a smaller set of uncorrelated (independent) variables, called principal components (PCs). The 

PCA must be performed to produce PCs. The PCs were used as input variables in the API 

prediction model using the ANN approach. 

3.4 Varimax Rotation 

 

It was advisable to rotate PCs generated by the PCA using varimax rotation because they 

were not readily interpreted. The use of varimax rotation was intended to reduce the 

complexity of the components by increasing large loads and reducing small loads within the 

component. The varimax rotation method was implemented because this approach simplified 

the variable structure and made it easier and more accurate to be interpreted. In the varimax 

rotation process, only PCs with their eigenvalues greater than 1 were used and deemed to be 

important for obtaining new variables, known as varimax factors (VFs) or factor loads. The 

number of VFs given by varimax rotations was equal to the number of variables that were 

consistent with common characteristics and might include non-observable, hypothetical, and 

latent variables. VFs were values used to calculate the correlation among variables. For this 

analysis, the selection threshold was set for VFs with absolute values above 0.75. By using XLSTAT 

2019 add-in software, PCA analysis was implemented (Azid et al., 2014). 

3.5 ANN – API Prediction Model 

 

In this study, the feed-forward ANN was used for prediction purposes and to determine the 

most important parameters affecting API values. This model was divided into three layers which 

were known as the input layer, hidden layer, and output layer. With different input variables, 

two different feed-forward ANN models were developed. Model A was built with five variables 
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as input layers based on the original data, while Model B was created by factor scores of 

rotated PCs with an input value of eigenvalues greater than 1. 

The procedure of trial-and-error between one to ten hidden nodes in the network structure 

was tested to approximate any level of accuracy and the best model for prediction values 

was sought. Figure 1 and Figure 2 present the structure of the ANN model. A data set was 

divided into three classes which are training (60%), testing (20%), and validating (20%). The 

training phase was used to estimate and understand the data set parameter trends. 

Meanwhile, the testing phase was used to determine the generalization potential of the 

supposedly trained network, while validating was responsible for carrying out the final check 

on the trained network. 

 

 

 

 

3.6 Evaluate the Effectiveness 

 

In order to determine the outcome of the ANN models, two performance features were 

reflected on the model evaluation, which were known as the coefficient of determination (R2) 

and the root mean square error (RMSE). The highest value of R2 and the lower value of RMSE 

were declared as the best linear models. After that, the expected amount of ANN models 

were contrasted to others in order to acquire a model that relied on a few variables for APIs 

estimation. These ANN models were implemented by using JMP15 software, which was a 

flexible and easy-to-use tool. 

 

4. RESULTS AND DISCUSSION 

4.1 Data Pre-Treatment 

The nearest neighbor method is used to estimate the missing data set. The endpoints 

of the gaps are used as the estimation value for all the missing data sets. 

 

 

Figure 1: ANN model structure for five 

variable of air pollutants 

 

Figure 2: ANN model network structure 

after varimax rotation 

 

Figure 2: ANN model network structure 

after varimax rotation 

 

Figure 2: ANN model network structure 

after varimax rotation 
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4.2 Results for Principal Component Analysis (PCA) 

 

After running the data using XLSTAT 2019, the result shows which pollutant is important 

to identify the air quality index. Table 1 shows the result of the Kaiser-Meyer-Olkin (KMO) test. 

From the result, it shows that all pollutants are larger than 0.5. This evaluates that all pollutants 

are sufficient and could be used for further study.  

 

Table 1: Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy 

Pollutant Result 

PM10 0.558 

SO2 0.603 

NO2 0.599 

O3 0.677 

CO 0.620 

 

4.3 Identification of Air Pollution Source based on Varimax Rotation 

 

Table 2 shows the result after varimax rotation was conducted. There are only two 

principal components (PCs) out of the five PCs that were selected. The two PCs were selected 

due to the eigenvalues which are greater than 1 which contain 61.528% of the total variance. 

  

Table 2: Descriptive Statistics of the Selected Original PCs 

Variable PC1 PC2 

Eigenvalue 1.987 1.090 

Variability (%) 39.733 21.795 

Cumulative (%) 39.733 61.528 

 

However, the eigenvalues that are smaller than 1 were disregarded because of their 

similarity with more significant factors. This shows that multicollinearity was present among the 

original variables. Despite the total variance which was less than 70%, the cutoff point was 

calculated by using a scree plot. PC1 and PC2 were chosen since the eigenvalues are greater 

than 1 and it is considered significant in the varimax rotation analysis. In this study, the absolute 

values greater than 0.75 of the VF were put as the selection threshold because the values are 

strong. Two out of the five air pollutants fulfill the 0.75 VF threshold as shown in Table 3. The 

variables with values greater than 0.75 are PM10 and NO2. These pollutants are the major 

contributing pollutants at the selected monitoring stations in Sabah and Sarawak. 
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Table 3: Rotated Factor Loadings Using Two PCs 

Variable VF1 VF2 

PM10 0.415 0.758 

SO2 0.725 -0.449 

NO2 0.822 -0.244 

O3 0.521 -0.139 

CO 0.585 0.485 

Eigenvalue 1.987 1.090 

Variability (%) 39.733 21.795 

Cumulative (%) 39.733 61.528 

 

The VF1 contributed about 39.733% of the variation in the air quality data. Only one 

pollutant that had absolute value greater than 0.75 which was NO2 with 0.822. While the VF2 

contributed about 21.795% of the variation in the air quality data. There was one pollutant that 

contained absolute value greater than 0.75 which was PM10 with 0.758. 

4.4 Design of the Neural Network 

 

ANN models were used for prediction purposes. The process of trial-and-error numbers 

of hidden nodes in the network structured was tested. The data that was done by using pre-

treatment was divided into three classes for both models. The three classes are training (60%), 

testing (20%), and validating (20%) of the data. 

4.5 Result of the Effectiveness 

 

To develop the ANN models, about 20 structured networks were tested. R2 and RMSE 

are the prediction performance results of both models as shown in Table 4. In Model A, five 

variables were used as input variables. The values of R2 and RMSE for Model A are 0.4454 and 

10.5986, respectively which are nine hidden nodes. The value of R2 is extremely poor fit since 

the value is closer to 0. Besides, in Model B, only two variables were used as input variables 

which are PM10 and NO2. The value of R2 in Model B is 0.3293 and 11.6552 for RMSE. For Model 

B, there are ten hidden nodes. The value of R2 shows that it is also extremely poor fit because 

the value is not closer to 0. However, Model B shows the best result compared to Model A. 

According to Azid et al. (2013), Model B is selected as the best model due to the majority of 

predicted data which is not significantly different from the actual data. Although the R2 values 

for Model A are more accurate than Model B, Model B uses fewer variables and is less complex 

than Model A which are the advantage of this model. Therefore, Model B not only saves time 

but the expense of monitoring purposes can also be saved. So, it is proven that ANN models 

can be used to predict the API values with negligible accuracy from all available inputs. 
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Table 4 : Prediction Performance for Model A and Model B by Using ANN 

Model Hidden node R2 RMSE 

Model A 1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

0.3113 

0.3586 

0.4203 

0.4298 

0.4034 

0.4290 

0.4351 

0.4072 

0.4454 

0.4333 

11.8104 

11.3972 

10.8354 

10.7461 

10.9924 

10.7540 

10.6958 

10.9567 

10.5986 

10.7129 

Model B 1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

0.2476 

0.3116 

0.3050 

0.3139 

0.3162 

0.2927 

0.3227 

0.3177 

0.3133 

0.3293 

12.3445 

11.8077 

11.8639 

11.7879 

11.7677 

11.9685 

11.7121 

11.7550 

11.7931 

11.6552 

 

5. CONCLUSION 

                  Principal Component Analysis (PCA) can identify the most important air pollutants 

in Sabah and Sarawak. The Kaiser-Meyer-Olkin (KMO) test shows the sampling adequacy is 

greater than 0.5 and it is considered that all pollutants can be applied for further analysis. The 

two PCs that have been generated by the rotated PCA indicate that only two out of five 

pollutants are the most important pollutants that have caused air pollution in Sabah and 

Sarawak which are PM10 and NO2. Besides, for the Artificial Neural Network (ANN), it was 

divided into two models which are Model A and Model B where Model A contains five 

pollutants as input variables which are PM10, SO2, NO2, O3, and CO, and Model B only uses PM10 

and NO2.  

                  The finding shows that Model A gives a larger value of R2 than Model B. But, Model 

B gives better prediction compared to Model A in the terms of R2 value. However, the 

prediction performance for Model B is lower than Model A, but the models can predict the API 
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within acceptable accuracy. This shows that the rotated PCs are more effective and efficient 

due to the reduction of air pollutant without losing any important information. Future research 

may use other methods of prediction that is not used in this study. An example is the fuzzy time 

series. Researchers can also use the method of mathematical analysis and others that are 

suitable for the data. This method can also be used in another field such as marketing, 

insurance, and education. Besides, the Ministry of Environment, Malaysia can use this study as 

a reference to analyze and predict the air quality in Peninsular Malaysia. Lastly, future 

researchers can use other air pollutants such as wind speed, humidity, methane (CH4), and 

others. 
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