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Abstract— This paper compare the performance of Artificial 
Neural Network with Non-Linear Auto Regressive Moving 
Average (NARMA) models by predicting internet traffic 
The ANN models that used in this paper was Non-Linear 
Auto Regressive (NAR) model where this model was train 
to predict the internet traffic The NARMA model result 
was obtained by combine the result of NAR and Moving 
Average (MA) models where the result of MA model obtain 
by predicting the residual of NAR model. The performance 
of both models was evaluated by using model fitting and 
model validation tests. NARMA models show better results 
in internet forecasting. 

Index Terms—interna traffic, forecasting, Nonlinear Auto-
Regressive Moving Average (NARMA) model, Nonlinear Auto-
Regressive (NAR) model, prediction 

I. INTRODUCTION 

Networking services have been become demanded services 
in many areas of industry such as online shopping, trading, 
business and many more. With the capability of networking 
services, peoples can communication each other from 
difference place without troubling their self to meet the 
customers. 

Since the networking services has become demand services 
[1,2], there are many problems that have risen. Network traffic 
have becomes one of problem that need to be handled 
immediately. When at peak time, network congestion [3, 4] 
might have chance to occur. It might lead to have longer delay, 
high jitter and massive packet losses [3]. To let customers to get 
access to the server smoothly, predicting internet traffic [5] is 
some of the ways that can help to avoid this problem that might 
be occur to the user. The company might take some precaution 
or countermeasure before the problems become worse [5]. 

Because of demands from customers to access the server 
smoothly, internet traffic prediction has become an active 
research field in networking engineering area [5,6]. There are 
many methodologies that have been used in some studies [7-9]. 
Most of the studies used to increase the prediction efficiency 
and accuracy [5,8] and to get dynamic bandwidth allocation [2, 
10]. Traditional traffic models are one of methods that have 
been used before but these models have its own weakness. The 
lack of selection of methodologies when choose the appropriate 

model can cause the model fail to used. Besides that, these 
models have low-level efficiency when it's come in non-linear 
process of network traffic time series [5, 8, 11]. As solution, 
nonlinear models such as artificial neural networks (ANN) are 
used. Besides that, traffic classification also have been 
proposed[12] to detect any unusual patterns that can be 
happens. In modern network management, these methods might 
have important role that can make any network traffic run 
smoothly. 

This paper presents two types of forecasting models: NAR 
and NARMA for predicting the internet network traffic. Both 
models results are analyzed in order to compare which model 
predict network traffic more efficiency. The future network 
traffic is predicted by using NAR model using the past data of 
network traffic. The NARMA model is created by combined the 
outputs of NAR model and MA model where for MA model use 
residuals from NAR model in order to improve the prediction 
outputs. 

This paper is organized by starting a literature review about 
this research in Section II, the experimental overview is 
presented in Section III and in Section IV, the results of the 
experiments and discussion about the results are presented. 
Finally, conclusion about this research are presented in Section 
V. 

IL LITERATURE REVIEW 

A. Internet Traffic Prediction 
There are a lots study that related to the internet forecasting 

has been done before this. There are several methods that have 
been used by previous researchers to predict internet traffic. 
Even there are many methods that have been used but the main 
purpose of their research is to be able to predict internet traffic 
more precisely. 

The study in [13] compared in terms of Root Mean Square 
Error (RMSE) criterion between Autoregressive-Generalized 
Autoregressive Conditional Heteroscedasticity (AR-GARCH) 
error model and seasonal autoregressive integrated moving 
average (ARIMA) models. The author evaluates both models 
performance for forecasting internet traffic. It was concluded 
that the seasonal AR-GARCH models outperformed the 
S ARIMA models in terms of forecasting accuracy with respect 
to the RMSE criterion. 

mailto:naqiuddinsahrani@yahoo.com


The authors using fuzzy interference system in approach 
study in [14]. The study is developed based on Wang and 
Mendel algorithm. To evaluate the performance of the model, 
authors use the parameter of RMSE by using cross-validation 
to handle under fitting which mean test the parameter using 
extrapolation of fuzzy rules. They conclude that the 
performance of FIS prediction is satisfied by using two to three 
predictor variables. However, there still have remaining issues 
that need to solve in the future research. 

There also have a study using Two-Dimensional 
Correlation and Single Exponential Smoothing (TDCNTP) 
method[5]. The authors predict the network traffic based on the 
periodicity and continuity of network traffic. They predict 
errors of network that might be happen and take 
countermeasures to overcome that problem before it happea 
The authors evaluate the result by compare the result to the 
traditional network traffic prediction model and conclude that 
the prediction efficiency and accuracy has improving and 
almost same as actual network traffic. 

B. ANN & its applications to network forecasting 
ANN is defined as adaptive model inspired by learning 

process of the human brain [10, 15, 16]. However, most of 
problems that face at real world are exist in nonlinear condition. 
This has led to the use of nonlinear estimators such as Artificial 
Neural Networks (ANN) [17], ARMA, NARMAX and some 
other estimator. 

ANN is powerful estimators that can theoretically learn any 
relationship between the input and output provided that the 
structure lias sufficient hidden units. The Multi-Layer 
Perceptron (MLP) is one of the more established ANN. In MLP, 
the characteristic to classify difficult and nonlinear cases can be 
overcome. 

The study in [7] introduced a methodology to predict 
internet traffic using Artificial Neural Networks in the long-
term period of time by collecting information based on flows to 
build the time series. The authors also presented a proposed 
four traffic forecasting models based on artificial neural 
networks. The authors compared the proposed methods against 
the Holt-Winters method. Generally, they conclude that the 
proposed models can be accepted as a good method for Internet 
traffic prediction. 

In [10], the authors use multi-step prediction to predict 
video time series using neural networks. There are two models 
that used in the study which are MLP and NARX models. The 
authors conclude that both models results are worse than single-
step prediction. The advantage of these methods is both models 
can predict multi outputs in single step. However, the results of 
these models can match with single-step prediction results. 

C. NAR and NARMA model 
The NAR model is a model that can be used for forecasting 

where this model use the past output in order to predict future 
values[18, 19]. The NAR model can be defined as: 

y (0 = N\y(t - l).y(t - 2),..y(t - n + 1)] + e(t) (1) 

where: 
y(t) = system output 
e(t) = residuals 
y(t-l) = past system output 
N = coefficient 

To improve the result of NAR model, a new model which 
can be name as NARMA model is created by including the 
residual into the model[19]. The model can be defined as[20]: 

y(t) = N\y(t - l,y(£ - 2),..y(t - n + l),e(t - l),e(t -
2),..E(t-n+l)]+e(t) (2) 

where: 
e (t-1) = past residual outputs. 

There not much research that focuses on networking area 
using NARMA model. Mostly, NARMA model used to 
identification, controller and forecasting. 

The study in [20] use to compare between NARMA-L2 
Neuro controller with nonlinear PE) controller. The authors has 
control the speed of DC motor by develop a conventional PE) 
and NARMA-L2 controllerand train the data using MATLAB. 
The result shows that NARMA-L2 performance better that PE) 
controller. The advantages of this model are there are no 
overshoot and the performance to track speed more efficiently. 

There also have a study that compare between NAR and 
NARMA model[19]. The authors have forecasting tourism by 
using both model and analyze the results. The result shown that 
NARMA model provide more efficiently in the terms of Mean 
Square Error (MSE) and other tests. 

III. METHODOLOGY 

In this section, the experimental setup of the proposed 
models is described. Sections III-A present the hardware 
description and Section III-B present the experimental 
overview. Next, the data description present in Section IH-C 
and parameters that needs to adjust present in Section III-D. 
Finally, testing methods present in Section III-E 

A. Hardware Description 
During this research, all of tests were done on an ASUS 

laptop with Intel® core™ i5 Central Processing Unit (CPU) 
(running at 2.40GHz) with 6.00GB of Random Access Memory 
(RAM), Microsoft Windows 7 Home Premium (64-bit) was 
installed as the operating systems. All programs were 
implemented using MATLAB version 2012a (7.14.0.739). 

B. Experimental Overview 
These experiment can be represent in the block diagram 

which shown in Figure 1. In this research, NARMA model was 
obtained by add up the output of two models which are MLP 1 
and MLP 2. MLP 1 represents the ANN model where in this 
research is NAR model was used and for MLP 2 represents the 
ANN model which is MA model. The input for the MLP 1 is 



used from the dataset which can represents as y(t) and the 
output from MLP 1 is represent as y(t). The input for the MLP 
2 is used from the residual r(t) of MLP 1 which can get from 
the result of subtraction of y(t) and y(t) and the output of MLP 
2 can be represent as f(t). Finally, for the NARMA model part 
can be obtained by add up for both output and can be represent 
as YNARMA. 

VNARMA 

Figure 1: Block representation for both models 

C. Data Description 
For this research, the dataset that used was taken from open 

sources data from The Internet Traffic Archive website[21]. 
The dataset was sponsored by ACM SIGCOMM where BC-
Oct89Ext is taken as dataset. The trace BC-Oct89Ext began at 
23:46 on October 3, 1989, where the first 1 million external 
arrivals were captured. The tracing was done at the Bellcore 
Morristown Research and Engineering facility, where all traffic 
between Bellcore and the Internet was done. 

The original data need to be filter before this research can 
be done because the original have too many data point. It will 
make the process to perform the experiments become 
complicated. After being filtered, the data that taken was only 
394 data points and divided into 3 sets where 276 data point for 
training set, 59 data point for validation set and 59 for testing 
set. The dataset for the input was plotted into graph as shown in 
Figure 2 

, x 1 0 Internet traffic data packet 

Figure 2: Internet network traffic data packet 

D. Parameters Description 
This section describes the parameter that used to perform 

the experiment for both models. The parameters that used are 
the number of lag and training number for the models. The 
suitable lag and training number need to pass the tests. The 
details of the test are described on Section III-E below. The 
parameter was choose based on try and error method. The 
parameters values are choose from 5 to 25. Lag is the number 
of past experiment values that used to predict the network 
traffic. 

E. Testing Methods 
There are two types of testing method that will used during 

testing the parameters which are fitting test and model 
validation test. For the fitting test, the tests used are Mean-
Square Error (MSE) and One Step A-Head (OSA) prediction, 
and for model validation test, the tests used are Correlation and 
Histogram test. The detailed about the tests will be described in 
detail below. 

a. Mean-Square Error 
The most common method that used to measure the 

performance of the system is using MSE. 
MSE can be defining as equation below [11, 22, 23]: 

MSE=iEE=i(y(n)-y(n)) 2 (3) 

b. One Step Ahead Prediction 
OSE is one of test that can be used to test the accuracy of 

the model's output [11,22]. OSA[24] can be written as 

l ) . . . . u ( t - n u ) , y ( t - l ) , y ( t -
(4) 

y(t) = /(u(t),u(c 

2) . . . .y( t -n y ) ) 

Where/(t) is non-linear function, u is the input system and y is 
the output system. 

c. Residual test 
Residual test is test that plots all of the residuals in the 

dataset. Residuals are the different between the original outputs 
with the predicted data[19]. Residuals also can be defined as: 

£(t) = y(t) - y(£) (6) 
where 
e (t) = residuals 
y (t) = actual output data 
y (t) = predicted output data 

d. Correlation Tests 
Correlation test is other tests which more convince method 

to test the performance of model. This test is used to check the 
prediction error e(t) of the pattern by measuring the similarity 
between two datasets. The system can be considered acceptable 
if the result is within the acceptable range which is 95% 
confidence bands [22,25]. 



e. Histogram Analysis 
Histogram analysis is an analysis that represent in the form 

of graphical where it is a summary of distribution of the dataset. 
In prediction, this method used to view the distribution of the 
residual. The histogram will represent the white noise as a 
symmetric bell-shaped distribution. 

IV. RESULTS & DISCUSSION 

This section discusses the results for both proposed 
models. Tliere are several test are used to determine the 
efficiency and validity of the models which were discuss in 
Section III-E. 

The comparison of the model are presented in Section IV-
A. The results for NAR model are presented in Section IV-B 
and for the results for NARMA model are presented in Section 
IV-C. 

A. Comparison of Models 

Table 1 present the comparison of Mean Squared Error 
(MSE) results. For the MSE value, the smaller values indicates 
that the model show better result to used. Both training and 
testing data show improvement even just slight. The results of 
NARMA model show that improve and more efficiently than 
NAR model. 

NAR 

NARMA 

Percentages of Improvement (%) 

Training 

0.0161 

0.0131 

18.5085 

Testing 

0.1321 

0.1288 

2.5337 

Table 1: Comparison of MSE between NAR and NARMA 
models 

Table 2 show the comparison of the tests that was done to 
the both models. Generally, both models were passed the tests 
that have done to the models. In order to compare the 
performance of both models, correlation test results were the 
suitable tests to evaluate the performance. The results of the test 
for NAR model is presented in Section IV-B and for NARMA 
model is presented in Section IV-C. The results will be 
presented in the detail. 

B. NAR Model Results 

The results of the NAR model are shown in Figure 3 and 
Figure 4. The autocorrelation test (Figure 3) shows that this 
model passes the test There only one coefficient that pass the 
confident boundary for the testing dataset. 
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Figure 3: Autocorrelation test for NAR model 
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NARMA 
Training 

Pass 

Pass 

Pass 

0 
Most of 
coefficients 
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gzero 
point 

2 

Most of 
coefficients 
show better 

results 

Testing 

Pass 

Pass 

Pass 

1 
Most of 

coefficients 
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gzero 
point 

2 

Most of 
coefficients 
show better 

results 

Table 2 Comparison of testing method between NAR and 
NARMA models 
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Figure 4: Cross-correlation test for NAR model 



Figure 5 show the results of cross-correlation for both 
training dataset and testing dataset Testing dataset show better 
result that training dataset There are three coefficients that 
passed the confident boundary for training dataset and there are 
two coefficients that passed die confident boundary. 

C. NARMA Models Results 

The outputs from NAR and MA model were combining to 
in order to create NARMA model. The results for this model 
were presented from Figure 5 and Figure 6. 

For autocorrelation test (Figure 5) show that this model 
were pass the test because all of coefficients were inside the 
confident bound. However, there is one coefficient that passed 
the confident boundary. 
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Figure 5: Autocorrelation test for NARMA model 
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Figure 6: Cross-correlation test for NARMA model 

For cross-correlation test (Figure 6) shown that several 
coefficients where outside the bound but still can be assume 

pass the test. There are two coefficients mat passed the 
confidentboundaryforbotli trainingdatasetand'testingdataset. 

However, there are slightly improvement for the coefficients 
where it more approaching to the zero line. 
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Figure 7: OSA test for NARMA model 

The OSA test (Figure 7) shows the comparison between 
actual data with predicted result. Generally, for the training 
data, it shown that the prediction results generally follow the 
original dataset but for testing data, the prediction not clearly 
follow the original data. The histogram plot (Figure 8) for 
NARMA model almost follows the Gaussian curve for training 
data but testing data shown clearly Gaussian curve. 
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Figure 8: Histogram plot for NARMA model 

V. CONCLUSION 

This paper has compare between Artificially Neural 
Network (ANN) and Non-Linear Auto regressive Moving 
Average (NARMA) Models for internet traffic prediction. Both 
models has tested by using fitting test and validation test. For 

fitting test, one step a-head prediction and mean square error 



lias used and for validation test, correlation test and histogram 
test has been used to evaluate the performance and both model 
has compare. Both models show that pass the tests and can be 
used to predict the network traffic. From the MSE result and 
correlation tests, it can be concluded that NARMA model 
shown better performance compare to the ANN model. 
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