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ABSTRACT

Traditional time series methods can predict the seasonal problem but fail to
forecast the problems with linguistic values. An improvisedforecasting method
by using fuzzy time series can be applied to deal with this problems. This
paper presents three classes oft-norm ofsubsethood defuzzijication that are
algebraic product, Einstein product and minimum inforecasting the students'
enrolments based onfuzzy time series. The proposed method uses the historical
data of students' enrolment and applies seven and ten intervals with equal
length and the max-product and max-min as the composition operator in the
fuzzy relations. The result shows that the t-norm ofalgebraic product class of
subsethood defuzzijication model with (10, max-product) is the bestforecasting
methods in terms ofaccuracy. The t-norm ofalgebraiC product class with (I 0,
max-product) also achieves higher forecasting accuracy rates compared to
some ofthe existing methods.
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Introduction

People usually deal with many forecasting activities in their daily life,
such as the temperature prediction, the weather prediction, the stock
prediction, the earthquake prediction, the students' enrolment prediction,
etc. The traditional time series methods can predict the seasonal problem
but fail to forecast the problems with linguistic data. Furthermore, the
traditional time series requires more historical data and the data must
obey normal distribution (Cheng, Wang & Li, 2008). In order to cope
with data in linguistic values, Song and Chissom (1993a) introduced the
definition offuzzy time series, which is capable ofdealing with incomplete
and vague data under uncertain circumstances. Due to its better
performance in some kinds of forecasting problems, fuzzy time series
model has drawn much attention to many researchers. It has been
employed to deal with various domain offorecasting problems, such as
university enrolment forecasting (Song & Chissom, 1993b, 1994; Chen,
1996; Chen, 2002; Huarng, 200 Ia; Chen & Hsu, 2004; Yu, 2005; Cheng
et aI., 2006; Singh, 2007; Singh, 2009; etc), stock price forecasting (Huamg
& Yu, 2006; Yu, 2005; Chu et aI., 2009; etc), temperature forecasting
(Chen, 2000), financial forecasting (Lee et aI., 2006), rainfall forecasting
(Li et aI., 2009), etc.

Various fuzzy time series models for forecasting students' enrolment
have been developed and accuracy is one the main issues discussed. As
an accurate estimation of students is important for decision making and
budget planning for higher education, thus, researchers have proposed
many enrolment forecasting methods to improve accuracy. However,
obtaining accuracy is not an easy task, as many variables have impacts
on the enrolment number.

Song and Chissom (1993b, 1994) explored forecasting offuzzy time
series with enrolment data of the University ofAlabama and proposed a
forecasting framework composed offour major steps: partitioning fuzzy
sets, fuzzification, establishing fuzzy relations and defuzzification. Although
various studies may place emphasis on different steps, most studies focus
on establishing fuzzy relations (Chen, 1996; Chen & Hsu, 2004; Huarng
& Yu, 2006; Yu, 2005; etc). In other related studies, Huarng (2001b)

'focuses on the partitioning step and Nazirah and Abu Osman (2000)
focus on the partitioning, establishing fuzzy relations and defuzzification
steps. Findings by Nazirah and Abu Osman (2000) indicate that the
number of intervals, the type of composition operator and the
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defuzzification techniques could influence the forecasting results. In their
study, the universe of discourse is divided into seven and intervals with
equal length. Instead of using the max-min composition operator alone,
Nazirah and Abu Osman (2000) also applied the max-product composition
operator in establ ish ing the fuzzy relations. The defuzzification of intervals
method is applied in their research. In relation to that, Nazirah and Abu
Osman (2006) further propose subsethood defuzzification with t-norm
ofYager class in the defuzzification step. It has improved the forecasting
results by Song and Chissom (1994), Song and Leland (1996), Nazirah
and Abu Osman (2000) and Yu (2005). In 2008, Nazirah and Abu Osman
apply the subsethood defuzzification with t-norm of Dombi class and it
has also improved the forecasting results by Song and Chissom (1994),
Song and Leland (1996), Nazirah and Abu Osman (2000) and Yu (2005)
but slightly less accurate compared to Nazirah and Abu Osman (2006).

This paper attempts to approach the forecasting issue by proposing
another three classes oft-norm; algebraic product, Einstein product and
minimum in the subsethood defuzzification as each t-norm offers a good
approach and it sees things under a different perspective (I1iadis et aI.,
2007). The proposed method also uses seven and ten intervals with equal
length and the max-product and max-min as the composition operator.
The analysis shows that the t-norm of algebraic product class of
subsethood defuzzification with (10, max-product) increases the
forecasting accuracy rate. The t-norm of algebraic product class with
(10, max-product) also achieves higher forecasting accuracy rates
compared to some of the existing methods.

Preliminaries

In this section, the definition and characteristic of t-norm are briefly
reviewed.

T-Nonns

Triangular norms (T-norms) are the functions used for intersection of
fuzzy sets. A t-norm is a binary operation t on the interval [0,1] satisfying
the following properties:

(I) Commutativity
(2) Associativity
(3) Monotonicity

: t(a,b) = t(b,a)
: t[t(s,b),c] = t[a,t(b,c)]
: If a ~ a' and b ~ b' then t(a,b) ~ t(a',b')
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(4) Boundaryconditions : 1(0,0) = °and l(a,l) = a

Some of the t-norms classes are as follows:

(1) Minimum
(2) Algebraic product
(3) Bounded sum

(4) Drastic product

(5) Dombi class

(6) Yager class

(7) Einstein product

: I (a,b) = min(a,b)
11/

: I (a b) = abap ,

: Ih(a,b) = max(O, a + b - 1)

{

a ,b = 1

. Idp(a,b) = b ,a =1

. 0 ,otherwise

A E (0, (0)

: I IV (a, b) = 1- min [1, ((1 - at + (1 - bt )~ ],

W E (0, (0)

tep(a,b)= 2_(a:
b
b_ab)

Theorem (Wang, 1997, p. 42)

For any t-norm which satisfies the commutative, associative, monotonic
and boundary conditions properties, the following inequality holds for
anya,b E [0,1], Idp (a,b):::::; I(a,b):::::; min (a,b).

Fuzzy Time Series

In this section, the basic concept of fuzzy sets (Zadeh, 1965) and fuzzy
time series (Song & Chissom, 1993b, 1994) are briefly overviewed. Let
Ube the universe of discourse with U= {X I,x2""'X}. A fuzzy setA. of

/I I

U is defined as:
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Ai = !lA; (XI )jx, + !lA
I

(X2)jX2+ !lA
I
(X3)/X3+ ... + !lA; (xJjxn , where

!lAI is the membership function of the fuzzy set Ai' such that

!lA; : U ~ [0,1] and !lA/X) represents the grade of membership ofx
j

in

Ai' !lA/X) E [0,1].

Definition 1

Let yet) (t = ... ,0, 1,2, ... ), is a subset ofm, be the universe discourse
defined by the fuzzy setJ;(t). IfF(t) is the collection ofJ;(t) (i = 1,2, ),
then F(t) is defined as a fuzzy time series on Y(t) (t = ... , 0, I, 2, ).

Definition 2

If there exists a fuzzy relationship R(t,t - I), such that F(t) = F(t - I) x
R(t,t - I), where x is an operator, then F(t) is said to be caused by
F(t - I). The relationship between F(t) and F(t - 1) can be denoted by
F(t - I) ~ F(t).

Definition 3

Supposed F(t) is caused by F(t - I) only, and F(t) = F(t - 1) x R(t,t - I).
For any t, if R(t,t - I) is independent of t, then F(t) is named a time
invariant fuzzy time series, otherwise it is a time-variant fuzzy time series.

Subsethood Defuzzification

The subsethood defuzzification (SO) is based on sigma-count
measurement and mean value theorem (Oliveira, 1995). The SO coincides
with the unifying structure offuzzy set theory, that is, with the Kosko's
subsethood theorem (Kosko, 1992).

Without the loss of generality, the universe discourse is normalized
to X E [0,1]. For a given fuzzy set A, the averaging defuzzification in

• A M p(A nMA )

terms of set measures is given by X = M (A) where the sigma-
p

count measure ofa set denoted as M p (X) = ~Il p )x, )+ ... + Il P n (x n ),
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the mirror set of support A is expressed as M A= ~M(xJ/ xi and
;=1

f.lM(x) =:=xt" The intersection offuzzy sets A and M Adenoted as A 11 M A'

is defined as f.l AnM
A

(x) = f.l A (X) t x; where t is a triangular norm. From

the averaging defuzzification, the SD method can be written as

;=1
X SD = --'--'=-r===~- where for i = I, 2, ... n, f.lix) is the degree of

~PA(XJ
;=1

the membership of the i-th element in the support of A and p > 0 is the
sigma count parameter.

Enrolment Forecasting

The enrolment forecasting using three t-norm classes of subsethood
defuzzification; algebraic product, Einstein product and minimum is
implemented on a well known historical data that is the students' enrolment
at University of Alabama. Seven and ten equal intervals with the max
min and max-product composition operator from Nazirah and Abu Osman
(2000) are applied. The enrolment forecasting procedure using fuzzy
time series which is basically from Song and Chissom (1994) with some
modifications on the interval length, type ofoperator and defuzzification
method is described step by step as follows:

Step 1: Define the universe of discourse U within the historical data.
Let U= [13000, 2000] and for seven and ten equal intervals, the length
is 1000 and 700 respectively.

Step 2: Seven or ten linguistic values must be determined to define fuzzy
sets on the universe U. The Ai (i = 1,2,3, ... ) are the possible linguistic
values for enrolment. For seven intervals, A\,A2,A3' ... ,A7 represent poor
enrolment, below average enrolment, average enrolment, good enrolment,
very good enrolment, excellent enrolment and extraordinary enrolment
respectively. Each Ai is defined by the intervals U p U2,U3, ... ,u7 as follows:
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AI = l/u
l
+ O.5/u

2
+ O/u) + O/u

4
+ ... + O/u

6
+ O/u

7

A
2

= O.5/u
l
+ l/u

2
+ O.5/u) + O/u

4
+ + O/u

6
+ O/u

7

A) = O/u
l
+ O.5/u

2
+ )/u) + O.5/u

4
+ + O/u

6
+ O/u

7

A
6

= O/u) + O/u
2
+ O/u) + O/u

4
+ O.5/us + l/u

6
+ O.5/u

7

A
7

= O/u) + O/u
2
+ O/u) + O/u

4
+ O/us + O.5/u

6
+ l/u

7

Table I: The Fuzzified Historical Enrolments for Seven Intervals

Year Actual enrolment Fuzzitied enrolment

1971 13055 Al

1972 13563 Al

1973 13867 Al

1974 14696 A
2

1975 15460 A
3

1976 15311 A3

1977 15603 A3

1978 15861 A
3

1979 16807 A4

1980 16919 A4

198\ 16388 A4

1982 15433 A
3

1983 15497 A3

1984 15145 A3

1985 15163 A3

1986 15984 A
3

1987 16859 A4

1988 18150 A.

1989 18970 A.

1990 19328 A
7

1991 19337 A
7

1992 18876 A.
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Step 3: Choose a model basis w = 4 and at a given time t, calculate the
fuzzy relation R"'(t,t - I) =f'(t - 2) x fit - I) u f'(t - 3) x fit - 2) u ...
1'(t - w) x fit - w + I) and fuzzy forecast F(t) = F(t - 1) 0 R(t,t - I)
where 0 is the max-min and max-product composition.

Table 2: The Fuzzy Forecast for Seven Intervals and Max-product
Composition Operator

Year Fuzzy output

1975 0.5 0.5 0.5 0 0 0 0

1976 0.25 0.5 0.5 0.5 0 0 0

1977 0.25 0.5 I 0.5 0 0 0

1978 0 0.5 I 0.5 0 0 0

1979 0 0.5 I 0.5 0 0 0

1980 0 0.5 0.5 0.5 0.5 0 0

1981 0 0.5 0.5 I 0.5 0 0

1982 0 0 0.5 I 0.5 0 0

1983 0 0.5 0.5 0.5 0.5 0 0

1984 0 0.5 I 0.5 0.5 0 0

1985 0 0.5 I 0.5 0 0 0

1986 0 0.5 I 0.5 0 0 0

1987 0 0.5 I 0.5 0 0 0

1988 0 0.5 0.5 0.5 0.5 0 0

1989 0 0 0 0 0.25 0.25 0.25

1990 0 0 0 0 0.5 1 0.5

1991 0 0 0 0 0.5 0.5 0.5

1992 0 0 0 0 0.5 0.5 I

1993 0 0 0 0 0.5 0.5 I

Step 4: Interpret the forecast outputs. By using the SO with t-norm
of algebraic product t (Il(x),x) = Il(x)x, Einstein productap I I , I

t ~{x} x) = Il{X;} Xi and class
ep I I 2 - (1l{X;) + Xi -1l{XJxJ minimum

tmiuCll(X),x) = min (Il(x),x), the forecast enrolment can be written as
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--:..-:..::::i~i:=l====-- for algebraic product,

pI~p(xJ
i=1

--=-...:.::..:.----;=====--- for minimum class.

pI~p(xJ
;=1

Results and Discussion

Figures 1-4 show the forecasting results of t-norm classes of algebraic

product, Einstein product and minimum with four different pairs of

intervals and composition operator.

21000

20000

19000

'"E 18000""0;:l
Vi 17000
'-a
~ 16000
" --- Einstein Product..0
E 15000 --.- Minimum;:l

Z

14000
.. ·X··· Actual

13000

12000
2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19

Year

Figure I: Forecast and Actual Enrolments with (10, max-product)
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Figure 2: Forecast and Actual Enrolments with (10, max-min)
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Figure 3: Forecast and Actual Enrolments with (7, max-product)

For t-norm class of algebraic product with (7, max-product) and (7,
max-min), the best forecast enrolments (with the smallest errors) occurs
at sigma count parameter p = 38 and 37 respectively, whereas for (l0,

. max-product) and (l 0, max-min), the best forecasting occurs at the same
sigma count parameter (p = 50). Similar with Einstein product class, the
best forecasting occurs at p = 50 for both intervals. However, for the
minimum class, the best forecasting occurs at different value ofp where
for (10, max-product) occurs atp = 14, (10, max-min) atp = 16, (7, max
product) atp = 8 and (7, max-min) atp = 9.
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Figure 4: Forecast and Actual Enrolments with (7, max-min)

Table 3: Comparison ofPerformance Tndicator for Three Classes ofT-norms

T-norm Type of interval MAD RMSE MAPE
& composition operator

Algebraic product (10, max-product) 448.11 547.52 2.72

(10, max-min) 512 663.24 3.13

(7, max-product) 616.06 772.90 3.71

(7, max-min) 607.44 765.57 3.67

Einstein product (10, max-product) 864.56 1050.35 5.21

(10, max-min) 857.44 1053.25 5.15

(7, max-product) 750.11 937.89 4.48

(7, max-min) 748.22 939.17 4.47

Minimum (10, max-product) 1761.28 2372.04 10.80

(10, max-min) 1761.39 2372.05 10.80

(7, max-product) 1524.94 2154.32 9.29

(7, max-min) 1510.67 2153.33 9.30

The accuracy of the forecasting results are measured by using three
criteria, namely, mean absolute deviation (MAD), root mean square error
(RMSE) and mean absolute percentage error (MAPE) as in Table 3.

Among the forecast enrolments for t-norm of algebraic product,
Einstein product and minimum, the algebraic product has the best accuracy
since its MAD, RMSE and MAPE are the lowest for all types of intervals
and composition operator. Besides that, the t-norm ofalgebraic product
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with (10, max-product) is also the best forecasting in terms ofaccuracy
compared to other types of forecasting methods.

The performance (in terms of accuracy) of the forecasting result
for t-norm ofalgebraic product (10, max-product) is compared with other
forecasting models (Table 4). The RMSE for algebraic product class
(10, max-product) is better than the other previous forecasting models.
It shows that algebraic product class with (10, max-product) outperforms
the models by Song and Chissom (1993, 1994), Sullivan and Woodall
(1994), Song and Leland (1996), Chen (1996), Yu (2005) and Nazirah
and Abu Osman (2000, 2006, 2008) in forecasting the students' enrolment
in fuzzy time series.

Table 4: Comparison ofRMSEs with Various Models

Method

Song and Chissom (1993b)

Song & Chissom (1994)

Sullivan and Woodall (1994)

Chen (1996)

Song & Leland (1996)

Nazirah & Abu Osman (2000)

Yu (2005)

Nazirah & Abu Osman (2006)

Nazirah & Abu Osman (2008)

Algebraic product (10, max-product)

Conclusion

RMSE

642.26

880.73

621.33

638.36

796.36

883.25

1020.38

557.91

563.93

547.52

This paper presents three classes oft-norm ofsubsethood defuzzification;
that is, algebraic product, Einstein product and minimum, in forecasting
the university students' enrolment based on fuzzy time series. The
algebraic product class with (10, max-product) is the best forecasting
method compared to Einstein product and minimum classes with two
types of length and composition operators. Furthermore, the algebraic
product class with (10, max-product) has also improved the forecasting
results by Song and Chissom (1993, 1994), Sullivan and Woodall (1994),
Song and Leland (1996), Chen (1996), Yu (2005) and Nazirah and Abu
Osman (2000, 2006, 2008).
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