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ABSTRACT

In this study, the performance of two statistical methods, namely intraclass correlation coefficient (RI) and Bartlett test statistic in conjunction with various suggested window widths are investigated to identify soil layer boundaries. The study is done using three fairly different CPT soundings obtained from the database of National Geotechnical Experimental Sites. The identification of layer boundaries and demarcating the soil profile into homogeneous layers is very important in geotechnical engineering. From this study, RI appears to be a more powerful, robust and persistent tool and the corresponding suitable window width was proven as a function of average
distance between boundaries which could be determined from autocorrelation analysis. Furthermore, a simple approximate method is also proposed in this study to estimate the suitable window width using the concept of average distance between ‘mean-crossings’. The approach was exploited and substantiated as a simple, quick and accurate estimator in making the first approximation on suitable window width for boundary identification exercise.

**Keywords:** Soils; Boundary layers; Homogeneity; Statistics; Stationary processes.

**Introduction**

A major uncertainty in geotechnical engineering is the inherent spatial variability of soil properties. The importance of recognizing uncertainties and taking them into account in geotechnical design have been propagated by numerous leaders since 1960s (Casagrande, 1965; Peck, 1969; Wu, 1974; Leonards, 1982; Tang, 1984; Morgenstern, 1995; Whitman, 2000; Christian, 2004). Probability theory and statistics provide a formal, scientific and quantitative basis in assessing risk and uncertainties and have been sprouted in geotechnical engineering research in recent years. In line with the development, characterization of soil properties has been advanced onto the functions of the deterministic mean and its stochastic characters, comprises of coefficient of variation and scale of fluctuation in modeling the inherent soil variability as a random field (Vanmareke, 1977; DeGroot and Baecher, 1993; Jaksa et al., 1997; Phoon and Kulhawy, 1999; Fenton, 1999).

Compliance to stationarity or statistical homogeneity criterion is imperative in any soil data analyses. A random function which used to modeled the variability of soil is considered stationary, or weakly stationary if (Brockwell and Davis, 2002): (1) the mean of the function is constant with distance, i.e. no trend in the data, (2) the variance of the function is constant with distance, i.e. homoscedastic, (3) there are no seasonal variations, (4) there are no apparent changes in behaviors, and (5) there are no outlying observations. In other words, a stationary series is essentially a function of their separation distance, rather than their absolute locations.

In geotechnical characterization undertaking, the first step usually involves demarcating the soil profile into layers or sections which are homogeneous so that the result of subsequent analysis is not biased. A homogeneous layer comprises uniform soil material that has undergone
similar geologic history and possesses with certain distinctive behaviors. The identification of boundaries and thus demarcation process are often much more complicated than one expected when dealing with this highly variable complex natural material. The variability exists not only from site to site and stratum to stratum, but even within apparently homogeneous deposits at a single site (Baecher and Christian, 2003).

Thus, it would be rather useful to supplement the existing procedures with a quantitative systematic approach. The conventional method, which is based on visual observation, gives less accuracy and substantial subjectivity to the identification of actual boundary of soil. Existing statistical tools are not widely explored, well-calibrated and properly defined, thus generally result in unsatisfactory outcome. This paper intends to resolve the above problem for better characterization of soil properties. Reported useful statistical tools would be compared in terms of their effectiveness and the existing procedures are revamped for further improvement.

Cone Penetration Test (CPT) is widely used in soil characterization in view of its ability to provide almost continuous profile, widely correlated and highly repeatable (Robertson, 1986; NCHRP, 2007). In this study, the CPT soundings, in particular the cone tip resistance, $q$, were used for detail illustration. The data were selected on the basis of their spacing, extensiveness and difference between each other which best yield the thorough examination on the performance of statistical tools in soil boundary demarcation.

**Statistical Approaches**

Classical and advance statistical approaches for testing similarity or dissimilarity of univariate or even multivariate records are believed to be substantial. Some of the established analytical tools have potential to be applied in the field of geotechnical engineering with modification to suit the nature of geotechnical parameters. In this paper, two statistical methods which are relatively common and simple in identifying the soil layer boundaries are presented.

**Intraclass Correlation Coefficient**

Intraclass Correlation Coefficient (RI) was reported by Campanella and Wickreseminghe (1991) as a useful statistical method for detecting soil layer boundaries using CPT soundings. For identification of layer
boundaries, a moving window width, $W_r$, is first specified and the window is divided into two segments. The RI profile is then generated by moving two contiguous segments over a measurement profile and the computed index is plotted corresponding to the midpoint of the window. RI will always lie between zero and unity and a relatively high value of RI is likely to indicate the presence of a layer boundary.

The RI together with its pooled combined variance ($s_n^2$) and the between class variance ($s_b^2$) are defined as

$$\text{RI} = \frac{s_{b}^2}{s_{n}^2 + s_{w}^2} \quad (1a)$$

$$s_{w}^2 = \frac{n_1}{n_1 + n_2 - 1} s_1^2 + \frac{n_2}{n_1 + n_2 - 1} s_2^2 \quad (1b)$$

$$s_{b}^2 = s^2 = \frac{1}{n_1 + n_2 - 1} \sum_{i=1}^{n_1 \cdot n_2} (x_i - \bar{x})^2 \quad (1c)$$

where $n_1$ and $n_2$ are the sample size of two equal segments, above and below the middle line of the window, $s_1^2$ and $s_2^2$ being the variances of the sample for the two segments, $\bar{x}$ and $s^2$ are the sample mean and variance within the designated window. The equation can also be written as follow (Zhang and Tumay, 1996) for the two segments with equal sample size of $m$ and their sample mean of $\bar{x}_1$ and $\bar{x}_2$, respectively.

$$\text{RI} = \frac{1}{\frac{1}{m - 1} + \frac{1}{m} \left( \frac{\bar{x}_1}{\bar{x}_2} \right)^2} \quad (1d)$$

$$= \frac{1}{\frac{1}{m} + \frac{1}{2} \left( \frac{\bar{x}_1}{\bar{x}_2} \right)^2}$$

Judging whether an index value is high enough to indicate a boundary in a relative sense by visual observation is fairly subjective and would result in inconsistency. Zhang and Tumay (1996) suggested that the peak value of RI which is equal to or larger than 0.7 can be empirically determined as the boundary line. Hegazy et al. (1996) proposed the critical value as the (mean + 1.65 standard deviation) with a level of significance of 5%. However, Phoon et al. (2003) commented that the above critical values are not depending on the underlying correlation structure of the profile.
Bartlett Test

The classical Bartlett test is used to test the equality of multiple sample variances for independent data sets. The test is sensitive to departures from normality as well as heteroscedasticity, thus is rather nonrobust. However, when it is applicable, it is more powerful than various other tests. Phoon et al. (2003) adopted this statistical method in identifying soil layer boundary by moving a sampling window over the soil profile to generate a continuous Bartlett test statistic profile. For the case of two sample variances, the Bartlett test statistic (Bstat) is reduced to

\[ B_{\text{stat}} = \frac{4.605(m - 1)^2}{2m - 1} \left[ 2\log s^2 - \left( \log s_1^2 + \log s_2^2 \right) \right] \]  

or

\[ B_{\text{stat}} = \frac{2(m - 1)^2}{2m - 1} \left[ 2\ln s^2 - \left( \ln s_1^2 + \ln s_2^2 \right) \right] \]

where \( m \) is the number of data points in each two equal segments of the sampling window, and \( s_1^2, s_2^2 \) and \( s^2 \) being the variances of the sample for the first segment, second segment and their total, respectively. Note that where the \( s_1^2 \) and \( s_2^2 \) are equal, the Bstat is zero. Where they are largely different, a relatively high value of Bstat is computed, it is likely to indicate the presence of a layer boundary.

To reject the null hypothesis of stationarity, Phoon et al. (2003) commented that the rejection criteria for classical Bartlett test is not applicable to correlated data, thus proposed the modified Bartlett test statistic which claimed to be more discriminating than other traditional classical test statistics as it incorporates the correlation structure in the underlying data. Critical values corresponding to 5% level of significance for various common autocorrelation models were generated from simulated correlated sample functions as the appropriate rejection criteria.

Window Width

As all these statistical methods incorporate with the concept of moving windows, the width of the sampling window becomes an important parameter which could have substantial influence on the result of analysis. Generally, too narrow a window will result in undesirable effect of high...
noise level with too many peaks appear. On the other hand, too wide a
window will over-smoothen the statistics till missing out the possible
boundaries due to excessive perturbation region.

Webster (1973) proposed a method to determine the boundaries on
transects automatically and has found that the suitable width for the
calculation window is approximately two thirds of the expected distance
between boundaries where the spacing between boundaries does not
differ widely. The expected distance or average spacing between
boundaries could be determined from an autocorrelation analysis. The
 technique is said reasonably sensitive but found little affected by window
width.

Campanella and Wickremesinghe (1991) elaborated in detail the
statistical methods for determination of window width and recommended
that it is rather to adopt an incorrect narrower window width than wider
window width to avoid missing out the possible layer boundaries. Two
case studies, namely McDonald farm Site and Haney Site have been
illustrated and the window widths selected were 1.5 m and 2.0 m,
respectively. To the other extent, window width that less than 1.0 m
should not be selected due to normal distribution restriction on the samples
(Wickremesinghe, 1989).

Zhang and Tumay (1996) based on the finding of previous research
that the standard 10 cm$^2$ electric cones may require minimum stiff layer
thickness of 36 cm to 72 cm to ensure full tip resistance and concluded
that the value of the window width could be conservatively taken to be
150 cm or 75 cm for half of the window. Nevertheless, they reported
that primary layering usually does not provide satisfactory results due to
uneven soil layers. The big difference of layer thicknesses will result in
too many layers in thick zone and too little in the thin causing a bias in
making a judgment.

Cafaro and Cherubini (2002) used the same procedure as proposed
by Webster (1973) in analyzing a stiff overconsolidated clay at a test site
in Taranto, Southern Italy and obtained a fairly wide window width of
6.8 m for $q$, $f$, and $I$ profiles. The width was reduced to 4.8 m and the
variation in the RI profile was found negligible on both the position (depth)
and the value of the peaks. The geostatistical boundary was found not
always correspond well to the geolithological boundary thus suggested
the possible offset to be accounted for.

Kulatilake and Um (2003) introduced a new procedure to detect
statistical homogeneous layers in a soil profile. In examining the cone tip
resistance data for the clay site at Texas A&M University, a window
width of 0.4 m which contains 10 data points in each section has been used. Due to the short section adopted, four possible combinations for the mean soil property (either constant or with linear trend) were considered. The distance between the lower and upper sections was calculated and subsequently generated along the depth for evaluation of the statistical homogeneity at different levels.

Phoon et al. (2003) adopted the lower limit of permissible window width, that is 1.0 m in generating the RI and Bstat profiles. Both profiles manage to capture the primary layer boundaries in consistent with visual inspection, of which the Bstat peaks were much more prominent. Considerable noises were observed and 3 fault boundaries were identified (no obvious soil boundaries can be seen in the \( q \) record) in the RI profile when comparing to the critical value of 0.7.

**Autocorrelation Analysis**

The Webster’s intuition that the suitable window width should be equal to or somewhat less than the average distance between boundaries has led to the exploitation of autocorrelation analysis (Webster, 1973). The result of his study showed that the optimize width is around two thirds of the expected distance although larger width up to the full expected distance could still be useful (main peaks appeared in the same positions but with different relative heights) for those area with marked changes. The autocorrelation coefficient at lag \( k \) was expressed as

\[
r_k = \left[ \frac{n}{n-k} \right] \frac{\sum_{t=1}^{n-k} \left( n_t - \mu \right) \left( n_{t+k} - \mu \right)}{\sum_{t=1}^{n} \left( n_t - \mu \right)^2}
\]

where \( n \) is the number of sampling points in the series, \( k \) is the lag and \( \mu \) is the deviation from the series mean at the \( t^{th} \) (or \( t+k^{th} \)) point.

In the correlogram, i.e. the plot of autocorrelation coefficient, \( r_k \) against lag, \( k \), the autocorrelation coefficient will decrease more or less steadily with increasing lag distance from around 1 to some minimum value near zero and fluctuate thereafter. The lag distance over which this decay occurs can be taken as the average distance between boundaries which could be used as guidance in selection of suitable window width.
Numerical Experiments

For this study, established database for National Geotechnical Experimental Sites (NGES) (http://www.unh.edu/nges/) funded by the Federal Highway Administration (FHWA) and National Science Foundation (NSF) of America were explored. The performance and usefulness of several approaches (in terms of window width and the statistical tool) that have been used by other geotechnical researchers in identifying layer boundaries were thoroughly examined. Typical CPT profiles from three sites representing different parts of North America were selected. The sites are Treasure Island Naval Station in the San Francisco Bay area (CATIFS), University of Massachusetts, Amherst campus (MAUMASSA), and Northwestern University Lake Fill Site in Evanston (ILNWULAK). These sites have been classified as Level I and II sites that are most closely fit the combined criteria of research areas as of significant national importance. These CPT soundings were closely spaced, extensive and fairly different between each other which best suit for this examination.

Examination of Existing Approaches

Two statistical methods, namely intraclass correlation coefficient (RI) and classical Bartlett test statistic (Bstat) which reported to be useful in geotechnical literatures are presented here. Since the methods are used in conjunction with moving window averaging concept, the sensitivity of the window width in generating the most optimize profiles which would discriminate the ‘true’ boundaries is of great concern. Several criteria in determining suitable window width deduced from previous researchers’ works are incorporated in this study as follows:

i. Two thirds of the average distance between boundaries determined by using autocorrelation analysis (Webster, 1973; Campanella and Wickremesinghe, 1991),

ii. The minimum thickness for full tip resistance, i.e. 1.5 m (Zhang and Tumay, 1996), and

iii. The lower permissible limit of window width, i.e. 1.0 m (Wickremesinghe, 1989; Phoon et al., 2003).

In reality, perfect result is almost not possible as the actual soil data could be really erratic. However, the analytical approach (combination
of a statistical tool with an optimize window width) could be deemed satisfactory from at least two practical aspects. The approach should avoid missing out possible prominent layer boundaries and at the same time, able to capture as many major boundaries as possible at one time. And it is evident from past literatures that the boundaries indicated by these statistical tools are often slightly offset probably due to variation in the upper and lower segments as moving the sampling window over the soil profile. Therefore, note that the tools could serve as a useful indicator, but yet final adjustment and decision have to be made with regards to the original profile, geological background and not forgotten engineering judgment.

The results of analysis for CATIFS, MAUMASSA and ILNWULAK sites are presented in Figure 1, Figure 2 and Figure 3, respectively. For each set of results, 3 different window widths as delineated above (i, ii and iii) together with the full expected distance between boundaries (Webster, 1973) have been incorporated with both RI and Bstat and presented side-by-side for comparison. Figure 4 shows the plot of autocorrelation coefficient against lag distance for cone penetration resistance at CATIFS site.

From the cone tip resistance profile in Figure 1 (CATIFS site), it can be observed through visual examination that there is soil boundary for soil from 7.0 m to 9.0 m. The RI profile manages to capture these peaks (with RI generally more than 0.7) at both 7.0 m and 9.0 m locations, and another one at approximately 2.1 m. The above three main peaks were found persist for all the tested widths of 1.0 m, 1.5 m, 1.9 m and 2.8 m (Figure 1(a)-1(d)). However, there are more peaks (exceeding the empirical value of 0.7) for window widths of 1.0 m and 1.5 m (Figure 1(a) and 1(b)). Thus, inference could be made from the results that any width which falls within the range of 1.9 m and 2.8 m are suitable in this case.

On the other hand, due to inapplicable of classical rejection criteria (Phoon et al., 2003), Bstat profile does not have any valid guidance in making decision whether the peaks are sufficiently high to reject the null hypothesis of weak stationarity in the preliminary stage. Therefore, only the apparently relative discriminating peaks were highlighted as potential boundaries in this study. A main peak at approximately 7.3 m was recognized in Bstat profiles with window widths of 1.0 m and 1.5 m (Figure 1(a) and 1(b)). However, as the window width increased to 1.9 m and subsequently 2.8 m (Figure 1(c) and 1(d)), two main peaks were appeared at approximately 7.3 m and 8.6 m with fairly different profile
Figure 1: Identification of Soil Layer Boundaries using RI and Bstat of Varying $W_d$ for CATIFS site. (a) $W_d = 1.0$ m, (b) $W_d = 1.5$ m, (c) $W_d = 1.9$ m, and (d) $W_d = 2.8$ m

among them. Other moderate peaks (e.g. around 2.1 m and 9.4 m) can hardly be concluded as potential boundaries. In general, Bartlett test method failed to adequately identify the major prominent boundaries with their respective reasonable accurate locations in this case.
Using Intraclass Correlation Coefficient and Bartlett Test Statistic

Figure 2: Identification of Soil Layer Boundaries using RI and Bstat of Varying \( W_d \) for MAUMASSA site. (a) \( W_d = 1.0 \) m, (b) \( W_d = 1.5 \) m, (c) \( W_d = 2.4 \) m, and (d) \( W_d = 3.6 \) m

The limitation of both approaches on missing out the information at both ends of the profile is readily observed. The apparent boundary of cone tip resistance at 1.26 m for instance is basically out of the coverage area of the generated output as the computed index is plotted against the
midpoint of the moving window. In addition, the identification of a potential boundary around the depth of 2.1 m using RI profile indicated that the tool able to detect a considerable sharp change along the profile which suggested two quasi-linear portions to be divided.
MAUMASSA site (Figure 2) was the second case study where the cone tip resistance profile exhibits apparent heteroscedasticity characteristic with gradual change of gradient around the potential boundary. As shown in Figure 2(a) and 2(b), the generated RI profiles for window widths of 1.0 m and 1.5 m are basically a noise inferring that the windows are too narrow. As the window width increased to 2.4 m (Figure 2(c)), which is approximately two thirds of the average distance between boundaries, the ‘true’ main peaks appeared, one at approximate depth of 4.4 m and another one at 3.0 m. Generated profile at both ends tends to be less reliable as shown by two erroneous peaks thus should not be considered. Further increment on the width to 3.6 m (Figure 2(d)) has over-smoothen the profile and tends to hidden the boundary at 4.4 m (marginally above 0.7) and causing undesired peak at around 4.8 m. Also, substantial information at both ends of the profile was sacrificed where potential boundary there might be missed out. In this case, window width between 2.4 m and 3.6 m (preferably closer to 2.4 m than 3.6 m) can be considered as the suitable width as RI is concerned.

Bstat profile suffered from the same problem as discussed in previous case where difficulty was faced while interpreting the result to decide whether or not the peaks need to be considered as boundaries. For window widths of 1.0 m and 1.5 m (Figure 2(a) and 2(b)), Bstat profile experienced the same noisy problem as RI but consistently showing a potential boundary at approximate depth of 4.7 m if the most prominent peak to be valid. However, the main peak changed to 3.1 m for window width of 2.4 m (Figure 2(c)) and subsequently a vague wide peak around 3.0 m to 3.7 m with another one at 4.7 m when the window widths
increased to 3.6 m (Figure 2(d)). From the result above, Bstat seems to be less robust than RI in identifying potential boundaries.

Results of the third case study of ILNWULAK site are presented in Figure 3. The cone tip resistance profile seems to exhibit higher resistance values at both ends, i.e. depths before 1.0 m and after 7.0 m, and it is observed through visual examination that an interbedded heterogeneous layer at approximately 3.3 m to 4.3 m. RI profiles for all the tested widths of 1.0 m, 1.5 m, 1.3 m and 1.9 m as presented in Figure 3(a) to 3(d) show a very good agreement where the four expected boundaries were managed to detect. The main peaks persist as the window width changes and more noises can be noticed at smaller widths particularly for window width of 1.0 m. Similar inference could still be reasonable drawn where the suitable width for this boundaries demarcation exercise ranges from 1.3 m to 1.9 m (preferably closer to 1.9 m), obtained from the autocorrelation analysis.

For Bartlett test, the Bstat profile appears to be quite sensitive to the changes of window width. Initial trial using window width of 1.0 m (Figure 3(a)) resulted in a fairly prominent peak located at approximate depth of 2.9 m. The same peak becomes more apparent as the width increases to 1.3 m and 1.5 m (Figure 3(c) and 3(b)) with another pretty vague peak noticed around 5.0 m. Subsequently, further increment of the window width to 1.9 m (Figure 3(d)) has resulted in two prominent peaks detected at 3.0 m and 5.0 m. In this case, RI has been found to be able to detect most of the major boundaries at one time reasonably accurately compared to Bstat.

In general, both statistical tools can be utilized in identifying layer boundaries with their own advantages and disadvantages. RI appears to be a more powerful tool as it can capture most of the prominent major boundaries at one time fairly accurately. It is also relatively more robust which could persistently detect the main peaks at the same positions even with window widths that are fairly different from the optimize configuration. Webster’s suggestion (1973) to determine the suitable window width as a function of average distance between boundaries using autocorrelation analysis was validated. The difference for profiles generated using smaller window widths is that many undesired peaks or noises may appear, whereas larger widths tend to hidden the necessary boundaries. The empirical criterion of 0.7 (Zhang and Tumay, 1996) as a guidance in deciding whether a peak is significant enough to be considered as a valid boundary is very useful. The criterion was found performing
pretty well in most circumstances as illustrated through various distinctive case studies in this paper.

The main problem for Bstat is that no applicable rejection criterion can be referred to in judging the existence or nonexistence of a boundary (Phoon et al., 2003). The proposed modified Bartlett test statistics by Phoon et al. (2003) is pretty complex as it involves autocorrelation analysis and scale of fluctuation in deriving the critical values. It tends to be a useful approach for rigorous stationarity check rather than a simple method in identifying potential homogeneous layers at the preliminary stage. Bstat is more sensitive to the effect of outliers and departures from normality. The acceptable window width for Bstat can be pretty smaller than that required for RI, i.e. at around 1.0 m regardless of the layer thickness to yield the prominent peak representing soil layer boundary. In addition, Bstat can only identify limited layer boundaries (usually those most prominent one) at any one time. Subsequent routine tests have to be repeated on each sublayer in order to ensure its homogeneity.

Observing the results of analysis, we could reasonably presumed that these statistical tools are likely to well perform in identifying boundaries at which each divided layer is constituted of linear trend. Nonetheless, the presumption on this limitation does not restrict us from combining two or more layers in the subsequent analyses as far as they possess very similar variation characteristics, i.e. scale of variance and the autocovariance distance (or scale of fluctuation). The modeling which reasonably simplifies the soil profile into fewer layers within the same geological formation and at the same time remains most of the important information is always of great interest from the pragmatic stand.

New Approximate Window Width Estimator

It has been proven through the above case studies that the optimize window width for searching the soil layer boundaries is dependent on the average layer thickness. The lower limit of 1.0 m tends to create plenty of unnecessary noises which might complicate the interpretation. The resistance zone of 1.5 m appears to be too restrictive and may only applicable in certain specific profile. The agreement met in previous works using 1.0 m and 1.5 m window widths are likely to be coincident. The average distance between boundaries from autocorrelation analysis seems to be most relevant, flexible and useful, however relatively complex and time-consuming. In view of these shortcomings, a simple approximate
method is proposed to estimate a suitable window width, which is close enough to the expected distance between boundaries that has been justified above, for initial identification of soil layer boundaries.

In random field characterization (Vanmarcke, 1977), autocorrelation analysis has been used to compute the scale of fluctuation – the distance within which soil property shows relatively strong correlation from point to point. The scale of fluctuation can also be defined as a distance over which the soil property is likely to stay either above or below its average value. Also, it is said to be closely related to the average distance between intersections of the fluctuating property and its mean. This is essentially the average distance between boundaries as suggested by Webster (1973). Keeping this in mind, the approximate estimate of scale of fluctuation using the average distance between ‘mean-crossings’ as advocated by Vanmarcke (1977) could be a simple and feasible alternative to be exploited in making the first approximation on suitable window width.

In light of the above relationship, the cone tip resistance profiles have been fitted with a simple linear trend function using ordinary least square (OLS) regression analysis and the average distance between ‘mean-crossings’ was evaluated. Figure 5 illustrates the computation of the expected distance for the typical cone tip resistance profiles for the ILNWULAK site. Exercising some cautious evaluations, the estimated average distances between ‘mean-crossings’ generally fall within the ranges of the suitable window width determined from autocorrelation analysis (Table 1). As a result, the simple approximation of the expected distances between ‘mean-crossings’ could be inferred as the appropriate window width.

![Figure 5: Estimation of Expected Distance between 'Mean-crossings' for ILNWULAK Site](image)

<table>
<thead>
<tr>
<th>Depth of crossing</th>
<th>Distance between crossing</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.34</td>
<td>0.7</td>
</tr>
<tr>
<td>1.04</td>
<td>2.2</td>
</tr>
<tr>
<td>3.24</td>
<td>1.2</td>
</tr>
<tr>
<td>4.44</td>
<td>3.1</td>
</tr>
<tr>
<td>7.54</td>
<td>1.1</td>
</tr>
<tr>
<td>8.64</td>
<td></td>
</tr>
</tbody>
</table>

Average = 1.66 m
Table 1: Summary of Suitable Window Width for Identification of Soil Layer Boundaries

<table>
<thead>
<tr>
<th>Case study</th>
<th>Autocorrelation analysis</th>
<th>Expected distance between ‘mean-crossings’</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2/3 of expected distance</td>
<td>Full expected distance</td>
</tr>
<tr>
<td>CATIFS site</td>
<td>1.9 m</td>
<td>2.8 m</td>
</tr>
<tr>
<td>MAUMASSA site</td>
<td>2.4 m</td>
<td>3.6 m</td>
</tr>
<tr>
<td>ILNWULAK site</td>
<td>1.3 m</td>
<td>1.9 m</td>
</tr>
</tbody>
</table>

One of the difficulties as mentioned by Webster (1973) and Zhang and Tumay (1996) was solving the profile with layer thicknesses differ widely. To reduce the complication, the worker must first be clear on the object and properly plan before one starts the analysis. For instance, if in the first place, the rough approximate average thickness between layers (by visual) is about 3.0 m, then the optimize window width would probably be around that value or somewhat slightly smaller. Any attempt that far too small or far too large from that value would be fruitless. Often, one time demarcation might not be adequate; on the other extent, excessive subdivision and modeling which has no practical value should be avoided.

In the case whereby a homogeneous layer is of clear evident, for instance the clay layer from approximately 12.0 m depth to the end of exploration of about 30.0 m at the CATIFS site, that section of profile should not be mixed together with other relatively thinner layers at upper depth in the analysis (note that the clay layer from 12.0 m to 30.0 m had been excluded in the first case study here). Or else, any possible erroneous peaks appear within that section should be discarded after incorporated with visual observation and engineering judgment. For verification, the demarcated sections should be examined using stationarity tests, e.g. Kendall’s τ test, run test, sign test, etc. which are not covered in this paper. Every method has its own limitations and the underlying concepts must be well understood in order to fully exploit it appropriately.

**Conclusion**

Generally, both statistical tools can be utilized in identifying soil layer boundaries. RI appears to be more powerful as it can capture most of the prominent major boundaries at one time fairly accurately. Also, it is relatively more robust and persistent able to detect the main peaks at the same positions even with fairly different window widths. The suitable
window width used in conjunction with RI was proven as a function of average distance between boundaries which could be determined from autocorrelation analysis. The empirical criterion of 0.7 was found useful in guiding whether a peak is significant enough to be considered as a valid boundary. On the other hand, Bstat was found relatively less useful as no applicable rejection criterion can be referred to in judging the existence or nonexistence of a boundary. In addition, Bstat can only identify limited layer boundaries (usually those most prominent one) at any one time. Subsequent routine tests have to be repeated on each sublayer in order to ensure its homogeneity.

The lower limit of 1.0 m, that tends to create plenty of unnecessary peaks that imply soil boundaries, which might complicate the interpretation. The resistance zone of 1.5 m appears to be too restrictive and may only be applicable in certain specific profiles. The average distance between boundaries from autocorrelation analysis seems to be most relevant, flexible and useful, however relatively complex and time-consuming. In this paper, a simple approximate method is proposed to estimate a suitable window width using the concept of average distance between ‘mean-crossings’. The approach was exploited and substantiated as a simple, quick and accurate estimator in making the first approximation on suitable window width for boundary identification exercise.
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