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In recent years, generative AI models have captured global attention for their impressive ability to
create content that mimics human output. One such tool, ChatGPT, has gained particular popularity
in educational settings. These technologies offer support to both educators and learners in areas
such as problem-solving, question answering, and academic writing, as they can boost students’
motivation, deepen understanding of complex subjects, and support skill development. The
integration of AI not only benefits educators and learners but also plays a transformative role in
four core areas of education—learning, teaching, assessment, and administration—reshaping the
educational landscape.

One of the most transformative uses of AI lies in personalised learning. AI-powered adaptive
learning platforms can adjust content and instructional methods in real time, based on student
performance and engagement. Intelligent tutoring systems mimic one-on-one teaching and offer
tailored feedback, making learning more engaging and effective (Zhu et al., 2023). Additionally, AI
tools have been shown to enhance exam preparation and improve academic performance (Lo,
2023).
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In Malaysia, educational institutions have begun
integrating AI in various ways. For instance,
Universiti Malaya and Universiti Teknologi
Malaysia have launched pilot programs
exploring the use of AI for personalised
learning and online assessment (Bernama,
2021). AI chatbots are being trialled in some
institutions to assist students with
administrative queries and learning support.
Moreover, Malaysia’s Ministry of Higher
Education has acknowledged the role of AI in
the Malaysia Education Blueprint 2015–2025
(Higher Education), particularly under the
emphasis on 21st-century learning and digital
fluency (Ministry of Education Malaysia, 2015).

However, while the benefits are clear, several concerns exist regarding the adoption of AI in
academic contexts. A major one is the potential for AI systems to reinforce bias or generate
inaccurate or misleading content. Lo (2023) revealed that ChatGPT’s performance varies significantly
by discipline, performing better in areas like programming and economics, but less reliably in
mathematics. Zhu et al. (2023) noted that AI chatbots can improve educational outcomes through
personalised assistance and fostering critical thinking. Nonetheless, over-reliance on AI may hinder
creativity, originality, and independent thought. A survey conducted in the United States found that
while half of the students used ChatGPT minimally, a notable portion used it extensively, with some
submitting work entirely produced by the AI (Welding, 2023).

In Malaysia, similar trends are emerging among university students. Anecdotal evidence and recent
studies suggest a rise in AI usage for academic tasks such as essay drafting and assignment
completion (Norizan & Nor, 2023). In response, some universities have updated their academic
integrity policies, although the pace of change and systematic implementation vary (Ali & Isa, 2024). 
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Some institutions have responded by updating their academic integrity policies and introducing
workshops on the ethical use of AI. However, the pace of institutional response varies, and more
systematic approaches are needed.

German research by von Garrel and Mayer (2023) also shows that STEM students are the most
active AI users—a trend echoed in Malaysia, where engineering and IT students are more likely to
explore AI applications in their coursework. As AI use grows, questions about fairness, originality,
and academic honesty become more pressing.

Ethical, legal, and transparency concerns have also come to the forefront. Issues such as bias,
plagiarism, misinformation, data privacy, and improper citation have been widely documented. In
Malaysia, discussions about the ethical use of AI in classrooms are gaining traction, particularly as
educators strive to balance innovation with academic integrity. Eken (2023) warns that these issues
may undermine the very values upon which education is built.
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In response, researchers such as Abulibdeh et al.
(2023) argue that education systems must evolve
to integrate AI responsibly—this includes
promoting lifelong learning, digital literacy, and
collaboration with industry. Similarly, Malaysian
universities are increasingly forming
partnerships with tech companies to develop
ethical AI literacy among students.

Perceptions of AI’s impact on education also
raise concerns about sustainability. A study by
Okulich-Kazarin et al. (2023) revealed that
students fear AI replacing teachers and
destabilising safe learning environments. In
Malaysia, while AI is welcomed as a tool to
enhance learning, concerns have been raised
among educators about job security and the
potential loss of the human touch in education
(ASEF, 2024). Addressing these concerns through
training, dialogue, and policy frameworks is
essential. 

The adoption of AI in education is not uniform globally, nor even within Malaysia. Urban schools and
well-funded universities typically have greater access to AI tools and infrastructure, whereas rural
schools face challenges related to the digital divide. This disparity reflects a broader issue of
unequal access to educational technology. As Smith and Jones (2022) found in their comparative
study, countries and regions with fewer resources struggle to implement AI effectively. In Malaysia,
bridging this digital divide is critical to ensure equitable benefits of AI in education.

Recognising the transformative potential of AI, several countries have launched initiatives to
accelerate integration. China, for instance, introduced a strategic policy to integrate intelligent
technology in schools (State Council of, 2017). In the United States and parts of Europe, institutions
have received funding to develop AI-powered personalised learning platforms. Malaysia is also
moving in this direction—initiatives such as the Malaysia Digital Economy Blueprint (MyDIGITAL)
support AI development across sectors, including education (Economic Planning Unit, 2021).



In conclusion, AI tools offer powerful opportunities to transform educational practices through
personalisation, efficiency, and innovation. However, these benefits must be balanced against
ethical, legal, and social concerns. In the Malaysian context, a strategic and inclusive approach is
necessary—one that ensures equitable access, promotes responsible use, and supports both
educators and students. As AI becomes more embedded in our classrooms, we must guide its
integration thoughtfully to preserve the integrity and purpose of education.
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