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ABSTRACT 

Effective classification of kitchen utensils is crucial for advancing assistive technologies and 
enhancing daily living for individuals with visual impairments. This study investigates the use 
of transfer learning and convolutional autoencoders to improve classification accuracy. We 
integrate pre-trained networks into an autoencoder framework to enhance feature extraction 
and image reconstruction. Models including ResNet50, DenseNet121, and their autoencoder 
variants were evaluated using precision, recall, accuracy, Structural Similarity Index 
Measure (SSIM), and Peak Signal-to-Noise Ratio (PSNR). Results show that DenseNet121 
outperforms ResNet50 with a classification accuracy of 72% and shorter training time. When 
combined with autoencoders, DenseNet121-Autoencoder achieves the highest classification 
accuracy of 76% and superior image reconstruction quality, as indicated by higher SSIM and 
PSNR scores. This improvement highlights DenseNet121’s effectiveness in handling complex, 
high-dimensional classification tasks and noise reduction. The study underscores the model’s 
potential for enhancing assistive technologies and sustainable learning by providing more 
accurate and reliable object recognition. This advancement supports greater independence 
for visually impaired users and promotes more inclusive learning environments. 
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1. Introduction 

The accurate classification of kitchen utensils is a critical area of research within computer 
vision and artificial intelligence (AI). This study focuses on leveraging advanced AI 
techniques, including transfer learning and convolutional autoencoders, to develop a robust 
system for classifying a diverse array of kitchen utensils. Transfer learning allows the model 
to utilize pre-trained networks to enhance classification performance, while convolutional 
autoencoders are employed for both feature extraction and noise reduction. The role of 
autoencoders in reducing image noise is crucial, as it enhances the system’s ability to 
differentiate between similar objects by providing cleaner and more accurate representations. 
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This capability is essential for precise identification and categorization, which can 
significantly impact the development of assistive technologies, particularly for individuals 
with visual impairments. By improving the accuracy of utensil classification, the functionality 
of assistive tools can be enhanced, supporting users in performing daily living tasks with 
greater independence and safety (Muhsin et al., 2024; Okolo et al., 2024). Effective 
classification systems can thus provide meaningful improvements in quality of life for 
visually impaired individuals by facilitating more reliable interaction with everyday objects 
(Aung et al., 2024). 

This research specifically targets the refinement of a crucial component within AI-
integrated assistive technology which is object recognition. Rather than developing an entire 
assistive technology system, the focus is on advancing a key element like accurate object 
recognition and classification. The integration of autoencoders to reduce noise and enhance 
feature extraction aims to improve object recognition systems, which are essential for the 
development of assistive technologies that offer precise and reliable support in real-world 
settings. For visually impaired users, AI-driven devices that can effectively identify and 
provide contextual information about kitchen utensils can lead to more adaptive and practical 
assistance. This enhanced support fosters greater autonomy, enabling users to perform tasks 
with minimal external assistance and reducing their reliance on caregivers or other forms of 
help (Dang et al., 2024; Okolo et al., 2024; Zafar et al., 2022). By refining object recognition 
capabilities through advanced techniques like noise reduction, this research aims to contribute 
to the broader goal of creating more effective and user-centered assistive technologies. 

The implications of this research extend beyond the immediate scope of assistive 
applications to broader areas of sustainable living and practical skills development. Accurate 
AI-driven object recognition can integrate technology into various aspects of daily life, 
promoting sustainable practices by supporting individuals in home and vocational settings. 
The ability to recognize and interact with objects such as kitchen utensils can be part of a 
broader life skills development process, aiding individuals with disabilities in acquiring 
practical skills that enhance their daily living capabilities. This integration of AI tools into 
everyday tasks supports a more inclusive approach to living, fostering independence and 
adaptability in a variety of settings (Baker et al., 2021). Consequently, the research 
contributes to a vision of sustainable living that incorporates advanced technology to support 
practical learning and daily activities. 

This study highlights the broader potential of AI-integrated assistive technologies in 
enhancing the quality of life for people with disabilities. By offering personalized, real-time 
assistance and improving noise reduction in image classification, these technologies have the 
potential to bridge gaps between abilities and disabilities, promoting greater independence 
and social inclusion. The advancements achieved through this research not only advance the 
field of assistive technology but also align with the broader goals of sustainable education and 
living. By driving inclusivity and adaptability, AI-powered tools can meet the diverse needs 
of all individuals, regardless of their physical abilities, thus supporting a vision of a more 
equitable and supportive environment for everyone. 

 
2. Related Work 

The integration of artificial intelligence (AI) into assistive technologies (AT) has the potential 
to greatly enhance the daily lives of individuals with disabilities, particularly those with visual 
impairments. Basic kitchen utensil classification plays a vital role in this context, offering a 
practical solution to one of the everyday challenges faced by visually impaired individuals. 
Historically, AT solutions for kitchen tasks have relied on tactile markers or audio cues, 
which, while useful, often lack the precision and adaptability that AI can provide. Recent 
advancements in computer vision and machine learning have enabled more sophisticated 
approaches, such as automated classification systems that can recognize and differentiate 
kitchen utensils with high accuracy (Dang et al., 2024). These systems not only facilitate 
more independent living but also contribute to broader applications in accessibility 
technology. By leveraging AI, particularly in classifying and detecting kitchen utensils, there 
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is a significant opportunity to improve the functionality and inclusiveness of AT solutions, 
making them more responsive to the needs of users in real-world scenarios. 

Recent advancements in kitchen utensil classification and detection using artificial 
intelligence demonstrate significant progress and highlight various methodological outcomes. 
Rosello et al. (Rosello et al., 2023) introduced Kurcuma, a dataset designed for unsupervised 
domain adaptation. Their approach achieved notable recognition rates of 76.58% with the 
EKUD dataset and 89.29% with the AKUD dataset, illustrating the dataset's effectiveness in 
improving model generalization across different environments. In comparison, Yusro et al. 
(Yusro et al., 2023) evaluated Faster R-CNN and YOLOv5 for detecting overlapping objects, 
finding that YOLOv5 achieved an accuracy of 89.12%. This high-performance underscores 
YOLOv5's suitability for real-time applications, although it has limitations with small or 
occluded objects. Meanwhile, Karungaru (Karungaru, 2019) leveraged fine-tuning and 
transfer learning, achieving an impressive recognition accuracy of 95%. This result highlights 
the potential of transfer learning in enhancing classification accuracy but also points to its 
dependence on the quality and diversity of the pre-trained models. Sáez-Pérez et al. (Sáez-
Pérez et al., 2022) explored domain adaptation in robotics, showing that while adapting 
models to new environments improves performance, it is still constrained by real-world 
variability. Collectively, these studies illustrate the advancements in kitchen utensil detection 
and classification, revealing both significant achievements and ongoing challenges such as 
model adaptability, handling occlusions, and ensuring robustness across diverse scenarios. 

Given the significant advancements in kitchen utensil classification and detection, 
addressing noise remains a critical challenge. Previous research in this area, including studies 
by Rosello et al. (Rosello et al., 2023), Yusro et al. (Yusro et al., 2023), and others, primarily 
focused on standard image conditions and did not specifically tackle the problem of noisy 
images. This gap highlights the need for methods that can effectively handle real-world issues 
such as noise. Autoencoders present a promising solution to this problem due to their ability 
to both denoise and extract features. They work by encoding an image into a lower-
dimensional latent space, removing noise while preserving key features, and then decoding it 
back to an image. Recent research has shown that autoencoders are effective in reconstructing 
noisy images and enhancing feature extraction (J. He et al., 2018). For instance, a study on 
image deblurring demonstrated that autoencoder-based methods significantly improved image 
recognition accuracy by reconstructing cleaner images, with Vision-in-Transformer used as 
the feature extractor (Kang et al., 2023). Additionally, recent advancements in masked 
autoencoders have shown their scalability and robustness in learning representations from 
incomplete or occluded data, which can be advantageous in handling noisy inputs (K. He et 
al., 2022). The integration of autoencoders with advanced neural network architectures, such 
as convolutional layers, further enhances their ability to manage complex tasks, making them 
particularly suitable for classifying noisy kitchen utensil images. Thus, autoencoders offer a 
robust framework for improving classification accuracy by addressing noise and extracting 
essential features from images. 

 
3. Methodology 

In this study, we propose a methodology for classifying kitchen utensils using an autoencoder 
architecture that leverages a pre-trained network as the encoder. This approach combines the 
power of transfer learning with the flexibility of autoencoders to enhance classification 
accuracy, particularly in scenarios involving noisy and complex images. By utilizing a pre-
trained model in the encoder, the autoencoder benefits from advanced feature extraction 
capabilities, while the decoder reconstructs the input, allowing for both effective noise 
reduction and precise classification. Figure 1 illustrates the overall methodology process, 
which begins with dataset preparation, followed by the encoding phase where features are 
extracted using the pre-trained network. The decoder then reconstructs the images, with the 
final step involving classification. This process is optimized through the careful tuning of 
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hyperparameters to ensure the model's robustness and accuracy.  

The steps of the methodology process are: 

 

1. Data is gained from Edinburgh Kitchen Utensils Database and internet images. 

2. Augmentation process ran on the data to gained balance images in all classes. 

3. In image processing, each image was resized into 64x64 and normalized. Also, gaussian 
noise was injected into all these images to simulate disturbance or interference in real-
world environments. 

4. The data split into training and testing dataset using 70:30 ratio. 

5. The training dataset used to train the autoencoder which include to train the classification 
and image reconstruction at the same time. The autoencoder used ResNet pretrained 
model with ImageNet weight. 

6. The testing dataset are used to test the trained autoencoder. 

7. Test classification result is evaluated through accuracy, recall, precision and confusion 
matrix and the reconstructed images are evaluated using SSIM and PSNR score. 

8. Step 5-7 are repeated using DenseNet as pretrained network encoder. 

 

 
 

Figure 1. Methodology process of data preparation, training and testing of the Autoencoder 

 
3.1 Dataset Preparation 

The dataset used in this study combines the Edinburgh Kitchen Utensils Dataset (EKUD), a 
comprehensive collection of kitchen utensil images, with additional images sourced from the 
internet to enhance the dataset's diversity. The EKUD provides a strong foundation due to its 
structured nature but combining it with internet images ensures a more extensive variety of 
utensil appearances and conditions, crucial for training a robust classification model. To 
address the issue of dataset imbalance, where certain classes might be underrepresented, we 
applied a series of data augmentation techniques using the ImageDataGenerator from Python's 
Keras library. Specifically, images were flipped horizontally and vertically, rotated at various 
angles, and translated, simulating different perspectives and orientations of kitchen utensils 
which generated 100 images per classes in Table 1. This augmentation process not only 
increases the quantity of training data but also enhances the model's ability to generalize 
across different real-world scenarios, thereby reducing the risk of overfitting (Alomar et al., 
2023). 
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Table 1. Number of Images before and after augmentation 

Classes EKUD 
EKUD and 

Internet after 
Augmentation 

Bread Knife 24 100 
Bottle 
Opener 

30 100 

Can Opener 19 100 
Dinner Fork 59 100 
Dessert 
Spoon 

33 100 

Dinner Knife 51 100 
Fish Slice 82 100 
Ladle 54 100 
Kitchen 
Knife 

39 100 

Masher 38 100 
Potato Peeler 22 100 
Pizza Cutter 16 100 
Peeler 18 100 
Serving 
Spoon 

84 100 

Soup Spoon 27 100 
Spatula 53 100 
Tongs 37 100 
Teaspoon 105 100 
Whisk 44 100 
Wooden 
Spoon 

62 100 

 

Table 2. Noise Injection Parameter 

Parameter 

Noise Type Gaussian 

Standard 
Deviation 

30 

Mean 0 
 

  
Preprocessing of the dataset involved resizing all images to 64x64 pixels and 

normalizing the pixel values to a [0,1] range, ensuring consistency across the dataset and 
compatibility with the neural network architecture. The images were maintained in RGB 
format, as retaining all three-color channels is essential for capturing the full spectrum of 
utensil features, which can be critical for accurate classification (Velastegui et al., 2021). To 
simulate real-world conditions, Gaussian noise was injected into each image based on the 
parameter in Table 2. Gaussian noise, characterized by its bell-shaped probability distribution, 
is commonly used to model the random variations in intensity that occur in natural scenes, 
making it an ideal choice for simulating disturbances in this context (Miranda-González et al., 
2023). The dataset was divided randomly into two portions which are 70% for training and 
30% for testing. This allocation provides the model with a significant amount of data for 
learning while reserving an independent set for testing. This approach is essential to assess the 
model's performance and ability to generalize to unseen data. 
 

3.2 Autoencoder Architecture 

An autoencoder is a neural network designed to compress and reconstruct data efficiently. It 
works by using an encoder to transform the input into a compact, lower-dimensional form and 
a decoder to rebuild the original data from this reduced representation. In this study, transfer 
learning is applied to improve the encoder’s feature extraction capabilities. Pre-trained models 
like ResNet and DenseNet are used to build on knowledge gained from large datasets such as 
ImageNet, which are then fine-tuned for smaller, specific datasets. Research has shown that 
this approach can significantly enhance performance. Sevinc et al. (Sevinc et al., 2022) 
utilized a pre-trained ResNet50 as the encoder in an autoencoder for brain tumor MRI 
analysis. Their study showed that transfer learning significantly enhanced feature extraction 
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and reconstruction quality, achieving a classification accuracy of 94.56%. The improved 
feature representation from the pre-trained model led to better performance in medical image 
analysis, demonstrating the effectiveness of transfer learning in this domain. Similarly, 
Prabira et al. (Pan et al., 2021) applied a pre-trained DenseNet201 model in an autoencoder 
for analyzing remote sensing images. They found that transfer learning with DenseNet201 
accelerated image reconstruction and improved accuracy, achieving 92.7% in land cover 
classification. This result highlights how DenseNet201’s deep architecture contributes to 
more effective feature extraction and faster processing compared to training from scratch. 

The AutoCovNet study employed a pre-trained VGG16 model in the encoder for 
COVID-19 detection by using images of chest X-ray. Transfer learning significantly 
enhanced feature extraction and image reconstruction, achieving an impressive accuracy of 
98.9% in detecting COVID-19. This study underscores the robustness of transfer learning in 
improving diagnostic performance and feature extraction in medical imaging applications 
(Rashid et al., 2021). These findings highlight the advantages of employing ResNet and 
DenseNet for feature extraction within autoencoders. In this study, both ResNet and DenseNet 
are utilized as pre-trained networks in the encoder phase of the autoencoder architecture. 
ResNet, introduced features deep residual learning with up to 152 layers that can help with 
accuracy and computational efficiency in image classification tasks which mentioned by (Das 
Gupta et al., 2023). It also employing residual connections to address the vanishing gradient 
problem and enhance model training (Alahmadi et al., 2023; Lippl et al., 2024). DenseNet 
utilizes dense connections between layers to improve feature propagation and gradient flow, 
with architectures extending up to 201 layers (Yang et al., 2023; Zhai et al., 2020). The deep 
and intricate nature of these networks equips them to extract robust features from input 
images, providing a solid foundation for the autoencoder's performance. 

The decoder is responsible for reconstructing images from the encoded features and is 
composed of seven blocks. Each block consists of a single Conv2DTranspose layer, followed 
by batch normalization and ReLU activation layers. For the first five blocks, we use 2x2 
strides, while the last two blocks employ 1x1 strides. The output from the first four blocks is 
combined using the Add() function from Keras, implementing skip connections similarly to 
U-Net architecture of multiple studies from (Latha H N and Rajiv R Sahay, 2020; Thai et al., 
2023; Tripathi, 2021) to enhance the quality of the reconstructed images. Each skip 
connection from the encoder is processed through a Conv2D layer with a kernel size of 1x1 to 
reduce the number of filters, aligning them with the decoder’s output. The final output layer 
of the decoder uses a Conv2D layer with a linear activation function to produce the 
reconstructed image. All convolutional layers in the decoder utilize 'same' padding to preserve 
the spatial dimensions of the feature maps.  During training, the hyperparameter used was 
based on the Table 3 with the loss functions stated below: 
  

 

Figure 2. Decoder Layers 

Table 3. Hyperparameter 
of Autoencoder Training 

 

Hyperparameter 

Epochs 100 

Batch 
Size 

32 

Optimize
r 

Adam 

Learning 
Rate 

0.000
1 
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In our approach, we utilize Mean Squared Error (MSE) loss function, LMSE in Equation 
(1) and Sparse Categorical Crossentropy (SCC) loss functions, LSCC in Equation (2) from 
Keras TensorFlow to optimize both image reconstruction and classification tasks. This 
approach utilizing multi task learning based on some studies from (Chen et al., 2022; Xiang et 
al., 2024) which uses hybrid loss and in this case, reconstructions and classification loss. MSE 
loss measures the average squared difference between the predicted images as  and true  
images as , emphasizing larger reconstruction errors by the number of pixels in the images, 
N. This makes it a robust metric for evaluating reconstruction quality. On the other hand, SCC 
loss is used for classification tasks where labels are integers, effectively handling any number 
of classes, C just by using sparse labels to produce the classification results. To address both 
tasks simultaneously, we combine these loss function which shown in Equation (3) with 
weights to balance their contributions, ensuring the model performs well in both 
reconstruction and classification. The combined loss function integrates MSE and SCC, with 
weights α and 𝛽 set to 0.5 and 0.5 respectively, to optimize the model for accurate image 
reconstruction and effective classification. The losses equation that used in Keras Tensorflow 
and combined loss are: 
 

 
(1) 

 (2) 

 (3) 

where,  
 – Ground truth image  – Reconstructed (predicted) image 

 – Ground truth label  – Predicted probability distribution 

N – Number of pixels in an image C – Number of classes 

Lastly, the classification block, which is crucial for translating the encoded features into 
class predictions, incorporates a single max pooling layer. This layer reduces the spatial 
dimensions of the encoded features, effectively capturing the most prominent patterns and 
making the model more computationally efficient. The pooled features are then passed 
through a dense layer, where a softmax activation function is applied to generate probabilities 
for each of the 20 distinct classes. This final structure not only ensures that the model can 
generalize well across various input images but also enhances its accuracy in multi-class 
classification by emphasizing the most relevant features during the decision-making process. 
The combination of max pooling and the softmax-activated dense layer enables the model to 
effectively differentiate between the various classes, leading to more precise and reliable 
classifications. 

 
4. Results and Discussion 

The experiment in this study involved training and testing various models, including 
ResNet50, DenseNet121, ResNet50-Autoencoder, and DenseNet121-Autoencoder. The 
autoencoders were designed based on the proposed method, utilizing pretrained networks as 
encoders and employing the same decoder structure outlined in Figure 2. All models were 
trained using identical hyperparameters and datasets to ensure consistency. The evaluation of 
these models was conducted based on precision, recall, accuracy, and training time. 
Additionally, for the autoencoder models, we assessed the quality of reconstructed images 
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using Structural Similarity Index Measure (SSIM) and Peak Signal-to-Noise Ratio (PSNR). 
Evaluating the reconstructed images is crucial because it reflects how well the autoencoder 
captures and reconstructs key features from the input, which directly impacts the model’s 
ability to learn meaningful representations. Higher SSIM and PSNR scores indicate better 
reconstruction quality, leading to improved feature learning and, consequently, enhanced 
performance in classification tasks. The primary focus of the data was on noise reduction and 
feature learning, aiming to enhance overall model performance. 

 
Table 4. Result performance of image reconstruction and classification 

 

Model 
Image 

Reconstruction 
Image Classification 

Type 
Training 
Time (h) 

SSIM PSNR Precision Recall Accuracy 

Resnet50 1.63 - - 0.65 0.64 64% 

DenseNet121 0.94 - - 0.74 0.72 72% 

ResNet50-Autoencoder 2.34 0.6876 73.1514 0.66 0.67 67% 

DenseNet121-Autoencoder 1.87 0.7371 72.9398 0.76 0.75 76% 

The results in Table 4 highlight clear performance differences among the models. 
DenseNet121, with the shortest training time of 0.94 hours, achieves the highest classification 
accuracy at 72%, compared to ResNet50's accuracy of 64%. This suggests that DenseNet121 
is more effective at feature extraction within the given timeframe. When autoencoders are 
incorporated, both models show improved image reconstruction quality. The DenseNet121-
Autoencoder achieves a higher Structural Similarity Index Measure (SSIM) of 0.7371 and a 
Peak Signal-to-Noise Ratio (PSNR) of 72.94, whereas the ResNet50-Autoencoder has an 
SSIM of 0.6876 and a PSNR of 73.15, indicating that DenseNet121-Autoencoder better 
preserves image details. Furthermore, the DenseNet121-Autoencoder also leads in 
classification accuracy with 76%, whereas the ResNet50-Autoencoder achieves 67%. This 
model also demonstrates superior precision and recall. Overall, these findings indicate that 
DenseNet121 combined with an autoencoder provides superior performance in both image 
reconstruction and classification tasks. 

The confusion matrix results for the ResNet50-Autoencoder and DenseNet121-
Autoencoder models, shown in Figure 3, reveal significant differences in classification 
performance. The ResNet50-Autoencoder often misclassifies items such as 'FISH_SLICE' as 
'SERVING_SPOON' and TONGS' as WHISK.' This model struggles with categories that 
share similar features or are less represented in the dataset, leading to lower overall accuracy 
and precision. In contrast, the DenseNet121-Autoencoder exhibits more refined performance. 
It demonstrates fewer misclassifications and better accuracy, particularly for categories like 
'CAN_OPENER' and 'MASHER,' which it identifies more correctly. The DenseNet121-
Autoencoder is more effective at distinguishing between similar or overlapping categories, 
such as 'DINNER_FORK' and 'DINNER_KNIFE,' showing improved handling of these 
similar items. Additionally, it performs better with less frequent classes like 
'WOODEN_SPOON,' resulting in fewer errors. Overall, the DenseNet121-Autoencoder's 
confusion matrix reflects a more balanced and accurate classification performance, indicating 
that its architecture and training are better suited for managing the complexities of 
distinguishing between similar kitchen utensils. The DenseNet121-Autoencoder produces 
reconstructions that more closely match the original images compared to the ResNet50-
Autoencoder in Figure 4. While both autoencoders reduce noise, the DenseNet121-
Autoencoder leaves fewer artifacts and provides cleaner, more accurate images. In contrast, 
the ResNet50-Autoencoder often results in more visible artifacts, indicating less effective 
noise reduction and detail preservation. This suggests that the DenseNet121-Autoencoder is 
superior in maintaining image fidelity. 
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(a) 

 

(b) 

Figure 3. Result normalized confusion matrix of (a) ResNet50-Autoencoder (b) DenseNet121-
Autoencoder 

 

 

     (a)     (b) (c) 

ResNet50-Autoencoder 

 

     (a)    (b) (c) 

Densenet121-Autoencoder 

Figure 4. (a) Target images, (b) noise images and (c) reconstructed images 
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The results of this study underscore the superior performance of DenseNet121 over 
ResNet50 in the context of kitchen utensil classification. DenseNet121 achieved a 
classification accuracy of 72% and a training time of 0.94 hours, surpassing ResNet50's 64% 
accuracy. This advantage is primarily due to DenseNet121’s dense connectivity, which 
enhances feature reuse and gradient flow, enabling the model to capture more detailed 
features and better differentiate between visually similar objects. This architectural efficiency 
is crucial in high-dimensional classification tasks, where distinguishing between 20 distinct 
utensil classes presents significant challenges. The integration of autoencoders into both 
models led to substantial improvements in image reconstruction quality and noise reduction. 
DenseNet121-Autoencoder demonstrated superior performance with higher SSIM and PSNR 
scores compared to ResNet50-Autoencoder. The autoencoder’s role in reducing noise and 
enhancing feature representation was evident, as it allowed DenseNet121 to reconstruct 
images with greater fidelity and fewer artifacts. This effective noise reduction is critical for 
accurate object classification, as it improves the model's ability to learn meaningful features 
from cleaner, more accurate image data. DenseNet121-Autoencoder's enhanced classification 
accuracy of 76% reflects the benefits of combining robust reconstruction with improved noise 
handling, which contributes to more reliable feature differentiation. 

The observed accuracy in this study, while lower than some existing research, is 
primarily influenced by the high number of classes involved, which totals 20 in this case. 
Multi-class classification tasks inherently become more challenging as the number of 
categories increases. This is because the model must differentiate between a greater variety of 
classes, some of which may be very similar to each other. As the number of classes grows, the 
potential for confusion between similar categories also increases, making accurate 
classification more difficult (Ali et al., 2023; Archana & Jeevaraj, 2024). In high-dimensional 
classification problems, distinguishing between items becomes more complex, leading to 
lower accuracy as models struggle with numerous similar categories. Despite this, the 
DenseNet121-Autoencoder performs well, indicating its architecture handles the complexity 
effectively. Its higher accuracy compared to other models suggests that its architecture is 
relatively well-suited for managing the difficulties associated with a large number of classes. 
To address the limitations posed by high-dimensional classification problems and improve 
accuracy, future research could explore advanced techniques. For instance, hierarchical 
classification could be employed to break down the classification task into a series of simpler, 
nested problems. 

The findings of this research have significant implications for both assistive technology 
and sustainable learning. The DenseNet121-Autoencoder's advanced object recognition and 
noise reduction capabilities markedly enhance assistive tools for individuals with visual 
impairments, enabling more accurate identification and classification of kitchen utensils. This 
improved performance facilitates greater independence and safety by providing clearer, more 
reliable feedback, allowing users to perform daily tasks with minimal assistance. Moreover, 
these advancements in AI-driven object recognition contribute to sustainable education by 
integrating effective technology into practical skills training, promoting a more inclusive and 
adaptive learning environment for individuals with disabilities. Thus, the DenseNet121-
Autoencoder not only improves the functionality of assistive technologies but also supports a 
more equitable and supportive approach to education and daily living. 
 

5. Conclusion and Future Work 
 
This research highlights the significant progress achieved in utilizing AI models for 
classifying kitchen utensils, with a focus on enhancing assistive technologies for visually 
impaired individuals. The comparative analysis of ResNet50, DenseNet121, and their 
autoencoder variants reveals that the DenseNet121-Autoencoder outperforms its counterparts 
in both image reconstruction and classification accuracy. The improved performance metrics, 
including the highest accuracy of 76% and superior SSIM and PSNR scores, demonstrate the 
efficacy of DenseNet121 in maintaining image detail and enhancing the reliability of utensil 
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classification. These findings underscore the potential of AI-driven solutions to support daily 
living tasks for visually impaired users, emphasizing the role of advanced deep learning 
techniques in developing practical, assistive tools. Our study resonates with the work of 
(Afridi & Sher, 2024) and (Kiruthika Devi & Subalalitha, 2022), as both studies endeavours 
harness the power of advanced deep learning techniques to aid visually impaired individuals 
in performing daily tasks. By focusing on object recognition and navigation support, these 
studies collectively highlight the significant role of AI-driven solutions in enhancing users' 
independence and quality of life. This alignment further reinforces the relevance and impact 
of our research in this evolving field. 

Building on the current findings, future work will concentrate on advancing object 
detection capabilities to address more intricate challenges, such as handling overlapping 
objects and varying noise levels. This involves exploring and implementing more 
sophisticated algorithms and model architectures that can better manage real-world 
complexities. Specific efforts will include enhancing noise reduction techniques, improving 
the robustness of feature extraction methods and developing advanced strategies for 
distinguishing overlapping objects. Additionally, investigating hybrid or ensemble approaches 
to integrate multiple models may further refine detection accuracy. These advancements aim 
to improve the performance of assistive technologies, making them more effective in practical 
applications and thereby increasing their utility and reliability for visually impaired 
individuals. 
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