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Abstract-This technhal paper presents en ant
colony optimization (ACO) method for solving the
economic dispatch (ED) problem in power
syrtcms. Ant Colony Optimizetion (ACO) b model
for bloslmuhtlon due to thelr rttrtlve lndtvldual
simplhity rnd thcir complex grcup behaviors. An
ccononh dbpotch problem, consisting of slx
genenting uni8 ir appllcd to Gomp.ne the
per{ormence of the propoced method with thocc of
genetic algorfthm (GA) end simulatcd enneeling
(sA).

Kcywords- - Economic Ilhpeteh (ED), ant cobny
optimlzatlon (ACO)I slmulatcd anneoling (SA),
genetic algorithn (GA).

I.O INTRODUCTION

Over the past few years, applicuion of soft
computing techniques has be€n focused much
att€ntion in the elec{ric power indusfy paticutarly in
the area ofoptimal operation ofgeneration schedule.
An arca of thc ED is also one of the optimization
problem and an importart daily activity in power
system opertion. The main objective of ED problcm
is to find the generation schedule that minimizes &e
cost zubject to meeting a specified load demand and
other system operating consEaiffi. The Lagrangian
multiplier methodfi], which is generally used in the
ED problenL is no longer dir€ctly ryplicoble.
Whereas, an approach based on global search
techniques like genetic algoritbm (GA), evolutionary
pogramming @P) and simulmed annealing (SA)

rypear to be very efficient in solving highly non-
linear ED probleins without any restriction on the
shape of cost curves. Genstic algorithms (GA)
maintain a pool of solutions rafier ttmn just one[2].
The process of finding superior sohnions mimics that
of evohsion, with solutions being combined or
mutated to alter tre pool of solutions, with soluions

of inferior qualrty being discarded while simulated
annealing (SA) is a rplated global optimization
rcchnique which travenes the search space by
generating neighboring solutions of the currsnt
solution[3]. A superior neighbor is always acceptcd.
An inferior neighbor is accepted probabilistically
based on the difference in quality and a temperature
parameter. The temperature paramster is modified as

the algorithm prognesses to alt€r the nature of &e
search. In 1991, Marco Dorigo with his phd thesis
*Optimization, learning and Nanral Algorithms",
modeling the way real ants solve problems using
pheromones, and, since then, many diveme variants
of the basic principle have beeir reportcd in the
literatue. Real ants are capable of finding the
shortest path fiom a food sounce to their nest. While
walking ants d€posit pheromone on the ground and
follow pheromone previously deposited by other ants,
the ess€ntial trait of ACO algorithms is the
combination of a priori information about the
structure of a promising solution with a posteriori
information about the structur€ of previously
obtained good solutions. In ACO, a number of
artificial ants build solutions to an optimization
problem md exchange information on their qualrty
via a communication scheme trat is reminiscent of
the one adopted by real ants. To find a shortest path,
a moving ants lay some phercmone on the ground, so
an ant encountering a previously eail can detect it
and decide wift high probability to follow it. As a
resutt, the collective behavior that emerges is a form
of a positive feedback loop where the probability
with which an ant chmse a path incneases with the
number of ants that previously chose tho same pa[h-
Ant colony oetimization is m iterative distributert
algorithm. At each iteration, a set of artificial ants
(cooperating agents) are considered. Each of them
builds a soluion by walking from vertex to vertex on
the graph with the constraint of not visiting any
vertex that it has already visited in her walk At each
step ofthe solution construction, an ant selects the
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following vertex to be visited according to a
stochastic mechanism that is biased by the
pheromone: wheir in vertex i, the following vertex is
selccted stochastically among the previously
unvisited ones. In particular, if j has not been
previously visite4 it can be selected witt a
probability that is proportional to the
associated with edge (i, j). At the end of an ircration,
on the basis ofthe quality ofthe solutions constructed
by the ants, the pheromone values are modified in
order to bias ants in future iterations to construct
solutions similar to the best ones previously
constructed[4]. In this study, an ant colony
optimization (ACO) for solving six unit syst€m
economic dispatch problems is pnoposed.

2.0 THEORY

2.I THE ECONOMIC DISPATCH PROBLEM

The purpose ofthe conventional economic dispatch
problem is to solve the optimal allocation of
generation powers in a power system. The power
system balance condition for system deman4 power
losses and entire generator power, as well as the
some generating power constraints for all units,
should be satisfied. The objective of the economic
dispatch is to minimize the total generation cost of a
power system oyer some appropriue period while
satisffing various constraints[5]. The economic
dispatch problem can be mathematicalty described as

follows:

min E fr (PJ : min E (ai + bPt+ciP )
Pi Pi

(l)

Where
i: index ofdispatchable units
Fi: fuel cost function of unit i
Pi power generation of unit i
e,h ci : fuel cost coefficients of unit i

The cost function is subjected to the following
consEaints:

A) Power balance constraint

I (P) = Po+ Pt

,, =itn FuP, +f po,r, * p*
,=l l,t /=l

where
Pp: total loaddemand
Pr: power loss€s

fti: power loss coefficient

B) Generating limit

Pi,,a < PiS Pu*
where
Pi,,*, lminimum g€n€ration limit ofunit i
P** : rnaximum generation limit of unit i

(3)

To solve the above-mentioned system, the ant colony
optimization is described as follows.

2.2 TIIE ANT COIONY OPTIMNZATION
AI,GORITHM

Step l. Initialization

The system data is inpuf and the initial populuion is
generated. The initial population is chosen randomly
in an attempt to cover the e,ntire parameter space
rmiformly. The uniform fbability distribution for
all random variables as follows is assumed

f,i= Xr;o + Gi (X.--x i,J, i: 1......Np (4)

Where (i e (0,1] is a random number. The initial
prooess can produce Np individuals of X;'randomly.

St€p 2.Ant dirwtion search

In every generation, each of Np ants selects a
mutation op€rator according to heuristic information
and pheromone information. Different fiom [Gl0],
the difference between the objective function value in
the next generdion and the best objective function
value of the pr€sent generation constnrcts a fluctuant
pheromone quantity. The fluctuant pheromone
quantlty is defined as follows:

tQ/LK,if the proper muttion operator is

chosen i=l....N, (5)
0, othorrise

atri=

Q)
(3) In (5), the proper mutation operator is chosen when

the objective function value of the next generation is
betrcr than the best objective function velue of the
pr€sent geneBtion. Where Q is a constant, LK is
defined as follows:
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LK = | objecq.*/tbestn".*-objectEa)l (6)
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Where beste.."d expresses the best objective frmction
value of the present generation and objeck*
expresses the objective function value of the next
generation The pheromone updating employs the
followingrule:

?iN*:p t1ffi* 6q O)

The coefficient p must be fixed to a value < I to
avoid an unlimited accumulation of traces. The

of the new pheromone is rydated by
vaporizing (l- p) percentage of phoomones from the
previous iteration and fluctuant pheromone quantities
in the current iterction. It is obselved that the
probability of selecting a mutation operator is
proportional to the pheromone quantity ri and the
infonnation qi, i = I,...,Np. The information r1, is
defined as follows:

rt 41(xi,c,-&oy Xi;cr"r rzro.t (E)
j=t

Where Xi.;Gr denotes the j-th gene of the i-th
individual in a population in the (Grl)"th generation,

n is the number of units, and Xu'denotes the j+h
gene of the best individual in a population in the G-th
generaion. Hence, the probability of choosing a
mutation operator is defined as follows:

pr (t):(rf (t).rup)/ Itf (t).qrp) (9)

Where a and p u,e parameters to regulate the
influence of ti and ni respectively. At fte same time,
tre probabilities are arranged in ascending order. The
initial value of probability for choosing a mutation
operator is first defined as

P = [P6P2,P3,Pr,Ps] = 10.20.40.6 0.t 1.01.

Subsequently, the five integers l, 2, 3,4, and 5 are
randomly arranged- For example, if the rcsultant
arrangement is [2 4 I 5 3], then by relating this
arrangement to P, we have the probabilities of
choosing mutation op€rators for operator 2 : 02,
opentor 4 : 0.4, operator I : 0.6, operator 5 = 0.8"

Step 3. Estimation and selection

The evaluation function of a child is one-to-one
competed to that of its parent. This competition
means that the parent is replaced by its child if the
fitness of the child is better ftan tlut of its parent On
the other han4 the parent is retained in the next
generation if the fitness ofthe child is worse tlun that
of its parent, i.e.
X,o' = arg min{/ (xic ),.f (X*' ) } (to)

Xbo' = arg min {/ (xrc-' ) } (l l)

where arg min means the argument of the minimum.

Step 4. Repeat step 2 to step 3 until the maximum
iteration quantity or the desirpd fitness is reached.

This computational process of the ACO algoritrm for
solving optimal economic dispatch problem is statod
using a flowchart, shown in Figure l.

YES

Figure l. Main calculation procedures of the

proposed method.
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3.0 RESULT AI{D DISCUSSION

The system considered in this study has 6 generating

units and loss coefficients B matix I l] is given as

4.0 coNcLUsIoN

Research in the area of heuristics has made possible
the development of optimization methods that have
the goal of providing highqualrty solutions to
complex systems. As modem electrical power
systems become more complex, planning operation
and contnol of such systems using conventional
methods ftce incrmsing difficulties. Intellig€Ntt
systems have been developed and applied for solving
problems in such complex power syst€ms to obtain
minimized the total fuel cost of generation. The result
obtained show ttrat the ACO method can used to
solve ED problems.

5.0 RECOMMENDATION

For the future development ACO method can be
ap,plied to minimize the cost in an environm€,ngl
objective power system. This medrcd may also used
together with hybrid ditrerential evolution (IIDE)
method to accelerate the search for the global
solution
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The computational results of best fuel costs, unit The
total load demand of the system is 1,263 MW. The
computational results of unit generations, power loss
and total generation re also shown in Tabh 2. Prom
the computational results of Table 2, the fuel cost
obtained by the ACO is 15,449.90S/h, which is
slightly lower than those of the GA and SA
methodsll2l.

Table I Input system

,

4

Unit al bi gt Pimin Pimax
($AilM) ($A,IW) ($adw) (MW) (MW)

I 240 7.0 0.0070 100 500
2 200 10.0 0.0095 50 2N
3 220 8.5 0.0090 80 300
4 200 ll.0 0.0090 50 150

5 220 10.5 0.0080 50 2W
6 190 t2.o 0.0075 50 120

Unit Power GA SA ACO
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P2(Mw) t69.2718 t72.t8t3 173.3t35
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P4(MW) 139.E564 13E.9105 r39.073E

P5(MW) 166.90E4 t66,-8225 165.4703

P6(MW) E5.49942 87.4228E 87.13700

Power loss
(MW)

12.97701 12.97627 12.95805

Total
generation

(MW)

1,275.97 1,275.97 1,275.958

Cost ($nr) 15,450.20 15,449.94 15,449.E9

system for 6-unit syst€m
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