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ABSTRACT

Development of an Educational Simulator presents a
windows-bascd educational simulator using graphical
user interhce (GUI) for solving Economic Disparch
(ED) problems.The developed simulator incorporated
particle swarm optimizations (PSO) to solve the ED
problems. The objective of ED is to obtain the

minimum generation cost with optimal power
generator output while satisfring several constraints.
ln the developed simulator, users are able to set the
parameters that have influences on particle swann
optimization performance.

Keywords- - Economic Dispatch @D), Particle
Swann Optimization (PSO), windows-based
educational simulator, Graphical User Interface
(GUI)

I.O INTRODUCTION

Optimization problems are widely encountered in
various fields in science and tochnologr. Somctimes
such problems can be very complex due to the actual
and practical nature of the objective function or the
model constraints. Most of power system
optimization problems have complex and nonlinear
characteristics with heavy equaltty and inequdtty
constraints. Recently, as an alternative to the
conventional mathematical aprproaches, the heuristic
optimization techniques such as genetic algorithms
(GAs), Tabu search, simulated annealing and particle
swann optimization are considered as realistic and
powerfrrl solution schemes to obain the global or
quasi-global optimums [1]. The practical economic
dispatch problems with valve.point and multi-fuel
effects are rcpreseirted as a non-smooth optimization
problem with equality and inequality constraints, and

this makes the problem of finding the global
optimum difficult. [n order to solve this problerl
many salient methods have been proposed such as a
hierarchical numerical method [2], dylamic
programming [3], evolutionary programming [4],
Tabu search [5], neural network approaches [6],
differential evolution [7], particle swarm
optimization [8], and genetic algorithm [9].

Recent increases in the needs of the computer
modeling and simulation tools have resulted in a
heighted interest in computer simulation program.
The motivation of the development of the simulator
is to provide the undergraduate students with a
simple and useable tool for gaining an intuitive feel
for particle swarm optimization and power system
optimization problems. To aid the understanding of
paticle swarm optimization, the simulator has been
developed under the user-friendly graphic user
inrcrftce (GIII) environment using MATLAB.
Development of an Educational Simulator presents a
windows-based educational simulator with user-
friendly graphical user interface (GUD for the
education and training ofparticle swann opimiation
technique for economic dispatch applications. The
developed simulator incorporated particle swarrn
optimizations to solve economic dispatch problems.
This project involved a study on The PSO Algorithm
and solving the Economic Dispatch Problem. The
development of Education simulator is divided into
two main parts; the fint part of the simulator
development includes the development of PSO
Algorithm and Economic Dispatch fonnulation. The
PSO Algorithm and Economic Dispatch Problem
wer€ studied and developed. The second part ofthe
simulator developmenq include the Graphical User
Interfac€ (GLII) to qtate simulation that incorporated
particle swarm optimizations (PSO) to solve
economic dispatch @D) problems. The objective of
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ED is to obtain the minimum generation cost with
optimal power generator output while satis$ing
several constraints. This simulation received the
par&net€r input frrom the user and simulates using
PSO Aleorithm to solve the Economic Dispatch
Problem. The developed simulator displays the

results with better quallty solution in t€flns of fast
computation time, convergence characteristic and
generation cost minimization in ED can be achieved

successfully.

2.0 TI{EORY

2.T THE ECONOIWIC DISPATCH PROBLEM

l1e main objective of ED is to minimize total
generation cost so as to meet the load demand and
satisffing the constraints.

The objective function of ED problem is given as:

r, =f r,g,) (1)

Where the generator cost function is:

4(4)= a,+ P,P,+f ,P,' (2)

Where:
F1 : total generation cost of overall power syst€m.
F ,(P): cost function of every gen€rator.

P;: power output ofeach generator.

n: number of generator.

at.fiamld c; the cost coefficients of l-th generator.

The constraints to be considered are:

a) Maximum and minimum powergener:ation limit

Ptrio 1 PiS Pi,* (3)

Where:
Pt.ri, : minimum generator power output.
Pi.,,,*: mfldmum generator pow€r output.

b) Power balance constraints.
The equality constraint to be considered is the
power balance equation:

I (P) = PD+ PL 6)

Where,

E (P) : total generation power output.
Po:toto;l load demand.
P4 : total power losses.

In this paper, total power losses are dercrmined by
using /oss coefficient or B - coeficient method [10].
The equation is defined as:

,, =ftn guP, +f p,,r, * p* (s)
,=t l=l i=l

Coef;Ecients Bii arc loss coeffisients and assumed
constant.

2.2 TI{S,PS'O AIEORITHM

PSO iteratively searches for sohsions in the problem
space by taking advantage of the cooperative and
competitive behavior of simple agents called
particles. The PSO algorithm search is directed by its
velocrty equation I l]:

vrlt+r) = vr<" +Cr(pBest- Xr0l)xrand,
+ C r(gBest - X r() 1 x rand,

(6)

Which modifies the particle's position, X;

Xd(+rl - Xr(l *yrlt+r't (7)

Where:
Vtut(t+t) : updated particle velocity.
Yid(t) = velocity of ittr particle at iteration r.

Xit$*D - updated particle position.
XsC)- current position of ith particle at iteration r.

I = pointer ofiterations (generations) so far.
pBest - particle's best fitness so far.
gBesr = best solution achieved by the swarm so far.
C r Cz: acceleration constant.
randy rand2: random numbers befween 0 and l.

There are two main variants that can be applied to the
PSO velocity equation to enhance the optimization
process. The two variants are called Inertia Weight
(IW) and Constriction Factor (CF) U2l. When the
inertia weight factor is applied in PSO, the velocity
updating equation becomes :

Yid(t+t)- wrV,ao + ClpBest - Xa(\* randt
+ C2(gBest -Xr(), ,ond,

(8)
Where:
Y. d@ 

t) : updated particle velocity.
Yido : velocity of ith particle at iteration r.

Xkt(t+t) - updated particle position.
XrG): current position of ith particle at iteration r.

r: pointer ofiterations (generations) so far.
w : inertia weight factor.
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pBest = particle's best fitness so far.
gBest: best solution achieved by the swarm so far.
Cr, Cz: acceleration constant.
randl rand2: random numbers between 0 and l.

In general, the Inertia Weight factor, w is set

according to the follow equation:

P=w* -*Y-n* *u", (9)
tlerw

Where:
w,,",: initial inertia weight factor.
w.6: ending inertia weight factor.
iter^o: maximrrm number of iterations.
iter : qxrent number of iterations.
CF modifies the original PSO algorithm by gradually
decreasing particle velocities as the iteration
progresses, with the intention that particle
movements near the optimum are localized- Using
CF, the velocrty equation becomes:

vr(tr) : ,1Yr(t) + c{pBest - x,}\* randt

+ Cz@Best -XS\* randzf (10)

The Constiction Factor 0) is calculated by using:

(l 1)

Figure I: window I Optiom ofproblerns

The second GUI window will allow the user to
choose the type of method that the user want to use to
solve the problem as stated in window 1. The options
that can be choosing by the user are PSO, Option I
and option 2. In this project, only PSO method is
considered. Other option for future development
includes Genetic Algorithm (GA) and Evolutionary
Programming @P). Figure 2 shows the option that
the user can select.
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and g must conform to:

g=Cr+Cz,e> 4 Q2)

Subsequent to new calculated velocities, X,a is
updated similarto Equation (7).

3.0 METHOIX)LOGY

3.T GRAPHICAL USER INTERFACE (GUT)
PROGRAM DESIGN

The Graphical User Interface (GUI) program is
desiped in order to allow user to access the
simulation. tn this GUI program developmeng the
first thing need to be done is to design the GUI
window. The first GUI window will allow the user to
choose the type of problem that the user need to
solve. In this projecq only Economic Dispatch
problem are considered. Other option for the future
development is unit commitrnent problem. Figure I
shows the option for the user to choose.

After user click the PSO button, the window for
parameter setting will be appeared. Figure 3 shows
PSO parameter setting menu.
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As the user clicks the simulate bufion, the window
for the result will be shown. If the user click the Exit
button, the conforrration box will be appear before
the window close.

Figure 4 shows the flowchart in developing the GUI
prognm.

Y*

Figure 4: GUI Program Design flourchart

3.2 PSO ALGORITHM DESIGN

The PSO algorithm fint needs to be initialized with
random values for the generator output. The random
values ane normally distributed to ensure that the
particles are well-distributed across the problem
space. The initial particle velocities ane also
generated randomly as well. After that the random
value of each generator output power will b€
optimized by Particle Swarm Optimization @SO)
algorithm by updating each of particles velocities and
positions by applying PSO algorithm formula in
Equation (10) and (7) respectively.

The next process is to evaluate the fitness value of
each particle in process !o meet the best optimal
value of power generator outpfi. The power limit of
each generator output should be considered by
satisfying constraint in Equation (3). The total power
loss is calculated by applying rhe B--cofficient
method in Equation (5). Consider the power balance
constraint of the system by using Equation (4). Check
the power balance value which must be not lesser
than total power demand of the system. Ifthe demand
is not satisfie4 the solution is deemed to be unfit, and
punished by returning an extremely bad fitness value.
If the power demand is met &en determine total
generation cost of the system.

Applymg Equation (2), the total generation cost value
of the system is calculated for each particle. The
fitness value is then returned for further optimization
for the PSO algorithm. The optimization will
continue to iteratively optimize the variables in the
particles until the ma:rimum number of iterations is
reached, or rmtil the objective is met The flowchart
shown in Figure 5 shows the sohsion process for
economic dispatch problem using PSO.
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Figure 5: Economic Di+cch solrtiut using PSO
flowchart

3.3 PSO PSEI'IX) CODE

The pseudo-code for PSO is given:

l) Randomly generate particles initial velocities
and positions within their limits.
2) Thery pBest is set to each initial searching
point. The best evaluated values among pBest is set

as gBest.
3) Update new velocities, Vid(t 

+r) 
of each particles

by applyrng Equation (6).
4\ If v"G*tl ( vo.in, then declare vid(t+l) = va.io

if vid(t*l) ) Va.r,,, then declare V"(t+t) = Va.r.
5) Update new position, X"(*D of each particles
by applying Equation (7).
6) Then check the capacity limit constraints.

If xid(ttl) > Xar.*, then dcclare xid(t+l) -- Xaro,
if Xr(t*u < Xd.h, then declare Xid(tlt) = Y{-i".

7) Then, evaluate fitness values for new particle
position. If the evaluation value of each individual is
betrcr than the previous pBest, then set the current
value as new pBest. Then" if the best pBesr is better
then gBest, the current value is set to be new gBest.
8) If the number of iterations reaches the
manimum, then go to the next optimization step.

Othenrise, repeat the optimization process at Step 3.
9) Stop of the optimization process (The
individual that generates ttre latest gBest is the
optimal generation power of each unit with the
minimum total generation cost.

4.0 RESTJLTS AND DISCUSSION

4.T PgO PARAMETER SETTINGS

For the purposes of this poject, the parameter for
PSO is set as in Table l.

Table l: The value ofPSO parameter s€fiings

Paramercr Value
Particles no l0 - 100

Cr 2.0s
Ct 2.05
xMin 0
xMa,x I
vMin -l
vMax I
wMax 0.9
wMin 0.4
Max lteration 1000

Yes

5

Generate random
porrer generdordp

Optimize power dp
by applying PSO

Checkpower limits
ofgenerator

Mect powEr
limit?

Calculde Pr

Calcrlate Pg

Pe2Demdrd?

Calculae F

Evaluatc fihess

Max iter*ion
reachcd?

Fitness
optimum?
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The particle values were changed to evaluate the

convergence at different swarm sizes. Theoretically,
as the swarm size increases, the solution should be
obtained quicker sinoc more particlcs are searching
the problem space. Values C1 and C2 are set to 2.05

to balance between individual and swarm influences
during optimization. The values have to consider the
conshaint set by F4uation (8), (10) respectively.

The values of xMin and xMax prevent the particles
from searching in unfeasible areas. If tre particles
violate the constrainB set by xMin and xMax, they
will be pulled back to xMin or xMax, and their
velocity set to zero to prevent any more search in that
direction. Consequently, the values of vMin and
vMax are set to reflect the maximum movement
range of xMin and xMax.The values of wMax and
wMin were set according to the recommendation by

[2]. The madmum iterations were set to 1000, since
preliminary rcsts indicated that iterations beyond this
number would yield insignificantly better results at
the cost and optimization time.

4.2 UNTT GENERATION PARAMETER

The power system considered in this project consists
of six unit generator. Data for the generating unit are

tabulated in Table2 [3].

Table 2: Generating coefticians and mit capocity.

The B - loss cofficient matrixes of the loss formula
for this syst€m are given as [3]:

43 PROGRAM RUNNING

This program designed to run together with PSO
Algorithm design. The user needs to set all the
parameter. Figure 6 show the window of the
pararneters for PSO.

Figure 6: The paramaer fc PSO

After the user clicks the Simulate buron, the resuh
window will appear. Figure 7 shows the rcsult
window.
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5.0 CONCLUSION

As a conclusioru this paper ptsents a development of
an educational simulator for particle swarm
optimization (PSO) and application for solving ED
problems. In the simulator, users set the parameters

that have an influence on the PSO performance. The
developed simulator is expected to be a useful tool
for students who study electrical engineering and
optimization techniques.

6.0 FTITIJRE DEVELOPMENT

This project can bc firrther developed to allow the
user to use the simulator to solve ED problem using
other method include Ant Colony Optimization
(ACO), Genetic Algorithm (GA) and Evolutionary
Programming (EP). This simulator also can be further
developed to incorporated unit commitment
problems.
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