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Abstracl- This paper presents- the performance

;;;il;tt of BPSK urra Qpsr using.error correctrng

#;.e;;.";; th" biierror rate' different tvpes of

.r"i *tt."ing code were used through an Additive

Uffri.-Cuuttia"n Noise (AWGN) cfanlit Three error

."nt.olt ,Vp"tt Bose- Chaudhuri-Hocquenghem

6erit, cyclic code and hamming coqg were. used as

ir,.-'-"n.64.r/decoder technique' Basically' the

.,Lrfo*un." was determined in term of bit rate error

ffiil).il; tigrur .n.tgv to noise power density ratio

ffiN";. ;;;-h epsr-ana QPSK were also being

i"r"r"t'.d in it. tv*uol error capability known as t in

;ilh !*p."r"a ihut tht performance .is graded in

."rpon." to th" i,"'"u'ing of value of t' The maximum

."i.*"ta length (n) u'"i in the hamming code is 63

"rJ,tt,n.rrig" 
iength (k) is 57' For BCH code' the

;;i*r* N 
-is 63, K is 36 and error-correction

;;ilil*y, t is 5. For cvclic code' the maximum N is

jli? it'zr and error-ctrrection capability' t is 5' All

;i;;hti";t were done using MATLAB R2007b

;;ilt;;t". The results show that the best performance

occurs when the communication system uses a BCH

coae with N=31, K:11 and t:5 with BPSK

*oJufutorlatmodulator' The higher the values of N' K

;ili ,h. better the performante of the system using

ePS( una QPSK. In general BCH codes are better

Ilun Hu*rning code and Cyclic code for both BPSK

and QPSK.
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l. Introduction
I.1 BPSK
ijpsr- is the simplest form of phase shift keying

tpSfij. [t uses two phases which are separated by 180"'

i',.n.. it also be termed as 2-PSK' It does not

particularly matter exactly where Jhe constellation

iointt ut" positioned, and in this figure -l they are

,fro*n on the real axis, at 0o and 180'' This

modulation is the most robust of all the PSKs since it

i"t"t tfr. highest level of noise or distortion to make

the demodulator reach an incorrect decision' It is'

ho*ru.r, only able to modulate at I bit/symbol and so

is unsuitable for high data-rate applications when

bandwidth is limited [1]'

Figure l: Constellation diagram for BPSK

lmplementation
i;#; &" is often conveyed with the following

signals:

So (t) = (./2ElTb) Cos (Znfc * r).I - ('/Zplro) Cos

(2nfc+n1 (l) (Forbinary "0")

Sr (t) = ({2EJTb) Cos (2rlc) """" (2) (For binarv

tt lt,)

Where/ is the frequency of the carrier-wave

Bit error rate
The bit error rate (BER) of BPSK in AWGN can be

calculated as [3]

BER = 0.5ERFC [sqrt (EbNo)] """' (3)

1.2 QPSK
QpSi ut"t four points on the constellation diagram'

.q-uitpu".a around a circle' With four phases' QPSK

.Jn tn.oa. two bits per symbol [l]' Analysis shows

,t*o, tt it may be used either to double the data rate

."rp"r"a to a BPSK system while m.aintaining the

i"r[*iarn of the signal or to maintain the data-rate of

BPSK but halve the bandwidth needed'

Rs with BPSK, there are phase ambiguiry problems at

it",.".iu.t and differentially encoded QPSK is used

more often in Practice [1].

Imnlementation
itrJ irnpl.*.ntation of QPSK is more general than that

"i 
gpsr and also indicates the implementation of

higher-order PSK. Writing the symbols .in the

co"nstellation diagram in terms of the sine and cosine

waves used to transmit them I I ]:

Si (t): (./2EblTb) Cosl2xfc + (2i+n) nl4l "" """'(4)

t--<t..'--]
I
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i= 1,2,3,4.
rnis'ylliit tt e four phases nl4,3nl4' 5nl4 and 7nl4 as

needed.
f"rip"tirs with for BPSK shows clearly how QPSK

;;^il;i.;"d as two independent BPSK signals' Note

tttut tt',e signal-space poinis for BPSK do not need to

.rii rt. ,imuof (bit) energy over the two carriers in

ii.,. r"t.ri in the BPSK constellation diagram

cannot correct elTors, and can only detect an odd

number of errors [I]'
1.4,2 CYclic Code"-'-Cy.ti.'*de 

are the subset of the class linear codes

oitin"u, codes that satisfi the every codeword c=

i",,...r"1, then the word (cn,c1,"',c6)'.obtained by

)-.v.G''trtits of the elements of C' is also code

word.
1.4.3 BCH Code-''- 

fn. BCH Encoder block creates a BCH code with

*rr*g. length K and codeword length N' The

input irust cJntain exactly K elements' The output

is a vector of length N For a given codeword

length N, only specific message lengths K are

vali-d for a BCH code. No known analyic formula

describes the relationship among the codeword

length, message length, and error-correction

capability Il]'

00

Figure 2: Constellation diagram for QPSK

calculated as [3]:
BER = ERFC [sqrt (Eb/2No)]

Bit error rate
Although QPSK can be viewed as a quaternary

."ili":ii".,-it is easier to see it as two independently

.oAutut"a quadrature carriers' With this interpretation'

il;;;;; (oi odd) bits are used to modulate the in-

;it;; ;;p"neni of the carrier, while the odd (or

ir.rj Uirt are used to modulate the quadrature-phase

.orion.n of the carrier' BPSK is used on both

.u.ri.r, and they can be independently demodulated

t1l.
ifre Uit error rate (BER) of QPSK in AWGN can be

1.5 Objective
This project has several objectives such as to

unutyr. 
-una 

iimulate the performance of. BPSK and

qpdf using three rypes of -error. 
coding 

-namelY
iu**ing .o'a", gCH code and Cyclic code' Besides'

ifrir p-.i""., purposely compares both BPSK and QPSK

i;';i# to yi.ta the best performances in the term of

SgR ut *.il ut EbNo. Furthermore, the performance

oitt t.. types of error coding in term-of symbol error

.orr."tiri capability (t) is also highlighted for both

BPSK and QPSK'

(s)

1.3 AWGN channel
tn .o.*rri.ations, the additive white Gaussian noise

iawCNl channel model is one in which the only

i*pui...nt is a linear addition of wideband or white

noise with a constant spectral density (expressed as

*unt per hertz of bandwidth) and a Gaussian

distribution of amplitude. The model does not account

ioi ttt" phenomena of fading, frequency- selectivity'

interference, nonlineariry or dispersion [2]' However'

if ptoOu."t simple and tractable mathematical models

*t i"t, u." usefui for gaining insight into the underlying

behavior ofa system before these other phenomena are

considered Il].

1.4 Error coding techniques

1.4.1 Hamming Code
The Hamming Encoder block creates a Hamming

code with message length K and codeword length

N. The numberN must have the form 2--1, where

M is an integer greater than or equal to 3'

Hamming codes can detect uP to two

simultaneous bit errors, and correct single-bit

errors; thus, reliable communication is possible

when the Hamming distance between the

transmitted and received bit patterns is less than or

equal to one. By confast, the simple pariry code

2. MethodologY
This projecl begins with the construction of the

block diagram of the communication system' This

block diagiam play an important role in order to make

sure this lroieit is satisfied with the communication

system
The simulation was divided into four parts:

simulation without block codes, simulation with

hamming code, simulation with cyclic code and

simulatiin with BCH code using the BPSIOQPSK

modulator/demodulator.
During this project, all simulations process

represinting the performance both BPSK and QPSK is

done usingioftware known as Matlab simulink'

2.1 Block Diagram for Simulation of a

Communication System without Error
Correcting Code.
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Figure 3: simulation without error correcting codes for

BPSK and QPSK

In transmission of information or signal

applying in communication system' the process

il;;i"; can be shown clearly by the communication

block diagram system constructed as in Figure 3'

A;;;;dirc i; this block diagram' communication

rrt,"t" ."""tists of three stages which are transmission

;;;;";;"nication channel and receiving part' In

iriuil ourtrission consist several steps which are

"r*4" 
and demodulating' Besides receiving part

;;iiis; oi demodulation piocess in which. is reversed

oro.ttt for modulation and encode process

respectively. On the other hand, there are no processes

;;;i; in communication channel except it is act as

*.Oirm where the signal propagates' Noise is injected

i" tt" tig""f in which awcis channel has been used

in this project.' 
tn ttris simulation, Bernoulli generator is used

for sending the data to the BPSI(QPSK modulator'

ih. e..n-oulli Binary Generator bl9-:k.. generates

*rao, binary numbers using a Bernoulti distribution'

ih;, for modulator, it uses the BPSIVQPSK

,oJututot baseband and BPSK/QPSK demodulator

baseband. The channel used in this simulation is

AWGN channel.
During simulation, the value of (EbA"lo) in

AWGN channJl is varied from O(dB) to 10(dB)' This

is to observe the performance of BER as (EbNo)

varies. The Error Rate Calculation block compares the

input data from a transmitter with the input data from

itii ,.."iu"t. It calculates the error rate as a running

statistic, by dividing the total number of unequal pairs

oi outu'ellments uy ttre total number of input data

elements from one source' The display is to show the

git g..ot Rate at the end of the simulation' BER of

BPSK and QPSK can be calculated theoretically using

Equation 3 and 5 respectively [4]'

2.2 Block Diagram for Simulation of a

Communication System with Error Correcting

Code

Figure 4
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Figure 5: Simulation for BPSK and QPSK

Midulator/demodulator with Cyclic code'

The Binary Cyclic Encoder block creates a

systematic cyclic iode with message length K and

code*ord length N. The number N must have the form

2M-1, where M i, ,n integer greater than or equal to 3'

The input must contain exactly K elements' If it.is
frame-based, then it must be a column vector' The

output is a vector of length N.
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Figure 6l Simulation for BPSK and QPSK

fvf?arf 
"to.lO.modutator 

with Hamming code'

For this simulation, hamming encoder and

hu.ming decoder were used' The output from the

ii"*".fff Binary Generator is frame based' The

;;;;g En"oa.t block creates a Hamming code

;i,h;;"g" length K and codeword length N' The

,urU., N ilust hive the form 2M-l' where M is an

inteser sreater than or equal to 3' Then K equ.als N-M'

ii.?ri. i"t the sample'per frame in Bernoulli Binary

a;*- must be iht'tutt as the value of the

;;;;;;; length (K) in Hamming encoder' rhe outputs

oi tt." hamming encoder are sent to QPSK/BPSK

;"ili; baseiand. In QPSK modulator' the phase

offset (rad) is set to nl4 and for BPSK set to 0' For

;;;; t" AWGN channel, it changes t9 tutti of signal

Lr.igv to noise power spectral density (EsNo)'The

Equation for (EsAIo) is:

EsNo = (EbNo) dB + lolos (KN) """ (6)

The (EbNo) varies from OdB to l0dB' The

value of the codeword length (N) increases from 7' l5'

unJ:r to 64. The Hamming Decoder block recovers a

binary message vector from a binary Hamming

.oJ"*ota u.ti-ot. For proper decoding' the parameter

,rfr.t i" this block should match those in the

conesponAirg Hamming Encoder.block' Equation is

itt. SEn theJry calculation for block codes [4]'

BER: dmin*Pe """" (7)

n
Pe= l-fP(i'n)
P(i,n) : n! P'(l-P)"''

i! (n-i)!

Where dmin : 2t+1, error-correction capability, t'

n = codeword length
ps = probabiliry of error in block code

P(i,n) = probability of i erroneous symbols in a

block of n sYmbol'

Fieure 7: Simulation for BPSK and QPSK

Midulrto./d.modulator with BCH code'

For this simulation, BCH encoder code and

BCH decoder code were used' The BCH Encoder

Uto.t .r.ut., a BCH code with message length K and

;;;;*;tJ length N. The input must co.ntain exactlv K

elements. The output is a vector of length N For a

siuen code*ord length N, only specifi-c- message

i.rgifrt K are valid for a BCH code' No known

;;;iy,t io*rtu describes the relationship among the

.oa.*o.a length, message length, and error-correction

capabilitY.
The BCH Decoder block recovers a binary

message vector from a binary BCH codeword vector'

ill. ,u'fu. of codeword length (N) and message length

ifi) in tit. BCH encoder must be the same with the

BCH decoder.

3. Results and Discussion

3.1 Performance of a Communication System

Of BPSK without Error Correcting
Codes.

BER vs Eb/No without coding (BPSK)
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Figure 8 BER performance of BPSK without error

correcting codes.

[.i"*i.,g r" Figure 8, a comparison between simulated

BER anJtheoritical BER has been made' It shows the

BER value as Eb,t"lo varies from OdB to l0dB' At

0dB, simulated BER is 0'0771 and theoretical BER is

0.07'856. There are slight difference and the values is

O.OOtSS. At 1OdB, the simulated BER is 3'008-06 and

the theoretical BER is 3.87E-06' The difference is

8.72F-07. Since the difference is very small' it shows

that, the value of the theoretical BER is similar to the

simulated BER.
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3.2 Performance of a Communication System

(using QPSK) without Error Correcting

Codes.

Hamming (63, 57) is 0.1042 at OdB and 2'00E-08 at

ioas. riri it can be concluded that BPSK using

hamming (63,57) performs better than others'

3.4 Performance of communication system of

qpSX without and with error correcting codes

using Hamming code.BERvs EblNo without coding (afSfl

1.00El00

r.oototl-'-

02468i012
BER Vs Eb/No between without codes

and Hamming Codes

1.oilt r0{:l

t{681012

o
""4,* BtRii{nirhtedi

-t-BtR llhrorvl

1.00!42
r..00[-01

r.00[-04 tt/No

-"a.- r.lithout cfils

i}t^lamnrin( {7.4)

.n1" Harnilrn!,i63,57)

6 .00["02

1.c0t.0t

1.00[{3 tb/il0

Figure 9 : The BER performance of QPSK without

error correcting codes

At OdB, the simulated BER is 0'3125 and theoretical

siR 03rz:r0813 . The difference between simulated

;;R 
";d 

the theoretical BER is 0'004811' At l0dB'

,fr.-rirufut.a BER is 0.001805 and the theoretical

SEn it 0.001565402' The difference between the

,i.nufut.O BER and the theoretical BER is very small

*ni.n lt 0.00024' As a conclusion, theoretical and

simulations values are almost the same'

3.3 Performance of communication system of BPSK

without and with error correcting codes using

Hamming code

BERVs Eb/No between without codes

and Hamming codes

1.008t00

1.00[-01

1 00t'0?

1.00t"03

f; r.oo*or

1.00E"05

1,00t-06

1.008{7

100[48

Figure I I BER vs (Eb/No) of a communication System

(uiing QPSK) without error correcting codes'

if.ri,irg code (7,4) and hamming code(63'57)

From the graph of Figure 11, the performance of

Hamming fi,+;, Hamming (63, 57) and,without codes

ur. oUt.i"A-in term of BER. At 0dB, Hamming (7' 4)

is the highest at this point other than the rest' At some

point wi'en EbNo riach 8dB, the value of Hamming

ill, Sl) and without code is almost the same' Those

values are 0.003848 and 0.004934 respectively' At

10dB, the value of BER of Hammings (63, 57) state

the smallest than Hammin C Q , 4) and without code' It

can be concluded that Hamming $3, 57) gives better

BER.

3.5 Performance of communication system of BPSK

without and with error correcting codes using BCH

code.
I1012

*T*witoilt codes

-**Hi$miiB{7,4)

"-h- Hillrrming{63,57)

Eb/No

Figure 10 BER vs (EbiNo) of a communication System

(uiing BPSK) without error correcting codes'

ifurring code (7,4) and hamming code(63'57)

From the graph of Figure l0 above, the results show

that BPSK using Hamming code (63, 57) has the

lowest BER compared to others. BER for BPSK using

amysuzaima mohd shafiee
Pencil
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1.00[100

1.00[{r

r.00E{2

BER vs Eb/No Between without code

and BCH code

0.3125.At l0dB, the simulated BER of BCH (63'36'5)

ir-ft*"u compared to the BER of BCH(7'4'1) and

*itt oui-.o4.. The value BER of BCH (63'36'5) at

1OdB is 7.00E-05 and value of BCH(7'4'l) and

*irfr"", code are similar which is 0'00189 and

o.iiiiisos. once again it shows when the higher value

of t, the better Performance of BER'

3.7 Performance of communication system of BPSK

wittrout and with error correcting codes using

cyclic code.

BIRvs Eb/No ulithout code and Cyclit

code for BPSK

1,00[+00
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Figure 12 BER vs (Eb/No) of a communication-SYstem

iuiine BPSK) without error correcting codes' BCH code

iz,+,i; ano BCH code(3l,1t'5)

From the graph of Figure 12, at 0 dB' the highest

""fr. 
it O.i+titusing BCH (31,11,5) coding' followed

;;;CH (7,4,1) and-without coding' Then' at l0dB the

iJ*.rt ein is o using BCH (31,11,5) while the BER

,ufo.. of SCH (7,4,ltand without coding at 1OdB are

O.6oir-oos and 3.00E-06 respectively' Thus' it can be

."n"iua"O that BCH (31,11,5) has better performance

,h"rrBCn (7,4,1) and without code' It can be said that

the higher error correction capability' t will produce

th. b.i"t performance in communication system'

3.6 Performance of communication system of

qPSK without and with error correcting codes

using BCH code

1.00t-05

1.00t.06
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1.00rr00
4631011
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1.00t-03

l. 00c.04

r 00t 05 
Eb/No

Figure 14 BER vs (Eb/No) of a communication System

iuiirg SfSfl without error correcting codes' cyclic code

il,4,t1 and cYclic code (15' 7' 2)

Referring to Figure 14, BPSK also has been compared

fo. ,u.io"ut value of symbol error correcting capability'

t in term of BER. Here, it can be seen that the BER of

iln'il from OdB to 6dB is almost the same' Similarly

*i h ,ulu. of t is being compared for t equal to 1 and t

equal to 2. The fact that the higher value of t will cause

thl better performance in term of BER that has been

achieved for Cyclic code (15,7,2) with 3'008-07 at

1OdB while 0'1091 at OdB.

3.8 Performance of communication system of

QPSK without and with error correcting codes

using cYclic code

10 .15

."1*without

.l-cycliccode(7,4,11

",e*' qelic mde (15,7,?l

[blNo

BER vs Eb/No without code and BCH

code for QPSK

*w[houtcode

".I-BCH (7.4,1)

.4*-ECll {63,3{t.5}

Figure 13 BER vs (Eb/No) of a communication System

iuiine QPSK) without error correcting codes' BCH code

iz, +, r) and BCH code (63,36, and 5)

At OdB, the highest BER value is BCH (7'4'l) with

0.463 and the l-owest BER is without code which is

amysuzaima mohd shafiee
Pencil



BER vs Eb/No without and Cyclic Code for QPSK BER vs (Eb/No) of a communication System

(BPSK)for Hamming code, Cyclic code and BCH

code'
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Figure 15 BER vs (Eb/No) of a communication System

(usine OPSK) without error correcting codes' cyclic code

iz, l,-l) ano cYclic code (31' 2l' 5)

In response to this graph, it can be s.umlerlled that

iir" trl"il"" value oisiR is when using Cyclic code

(31,21,5 ).

3.9 Performance Comparison - - 
between

iorruni"ution System with BCH Code' cyclic

.J. urO with i{amming Code Using BPSK

moarUtorlaemodulator and QPSK

modulator/demodulator'

BER vs (Eb/No) of a communication System

(QPSK) for Hamming code, Cyclic code and BCH

code'

7 BER vs (Eb/No) of a communication System

toiir.ring code, Cyclic code and BCH code
Figure I
(BPSK)

Figure t6 BER vs (EbAIo) of a communicatior.Sy-stem

ro'pSfl for Hamming code, Cyclic code and BCH code'

iiie results show that the best performance occurs

;;" th" communication system uses a BCH code

;iih N=63, K:36 and Fs with QPSK

modulator/demodulator.

ti l:

1.O0i{1

1.m[{2

1.m[43

1.&!fl

1.00t{5

ar

S r.oor.o:o

The results show that the best performance occurs

*tL" tfr. communication system uses a. BCH code

with N=31, K:l I and t:5 with BPSK

modulator/demodulator'

In general, the BCH codes are better than Hamming

;;;; Cyclic code. This is because Hamming codes

ura Cy.fii code are capable of detecting and

.orr..ting single errors only whereas.BC.H codes are

capable o-i deticting and correcting multiple errors'

:

4. Conclusion
The simulation shows that the performance of QPSK

;rJ BPSK is dependent on several factors' The

. tV*U"i .rro. .ottltting, t' codeword length' N and

. n1.ttug. length, K. Based on the result obtained' it can

i ;;;;;li"dei that the best performance is graded when

i the value oft is increased' The best performance occur

; ;;;;mmunication system use a BC.H code with

; N=:f , K:11 and t:5 with BPSK

; *oariutor/demodulator' The higher of value of N' K

I ilt i; better the performance and in general BCH

I ;;.t are bette, than Hamming code and cyclic code

i il;;;, the objective of this project is successfully

achieved in which this project success to analyze and

,ir*tu,tt the performance of BPSK and QPSK using

different types of elror colrecting codes through

AWGN channel.

5. Recommendation
In future, this project can be improved in term of the

performance oi trgt 
"r 

order of PSK-when using error

torrecting codes. It also can use Reed Solomon as

.rro, .oiing' This is because the Reed Solomon

particutarty ise for burst error correction and ifthere is

lrror has not been correct, Reed Solomon unable to

repeat the transmission'
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