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ABSTRACT

The purpose of this project is to develope an

organizing discipline by which neural network system can

be designed for specific computations. Furthermore, it is

also to recognize and make use of both the similarities

and differences between well-established procedures and

the newly proposed neural network approaches.
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CHAPTER 1

INTRODUCTION

Artificial neural network models have been studied

for many years in the hope of achieving human like

performance in the field of speech and image recognition.

These models are composed of many nonlinear computational

element operating in parallel and arranged in patterns

reminiscent of biological neural nets.

Computational elements or nodes are connected via

weights that are typically adapted during use to improve

performance. Neural net models are specified by the net

topology, node characteristics, and training or learning

rules. These rules specify an initial set of weights and

indicate how weights should be adapted during use to

improve performance. Most neural net algorithms also

adapt connection weights in time to improve performance

based on current results. Adaptation or learning is a

major focus of neural net research. Adaptation also

provides a degree of robustness by compensating for minor

variabilities in characteristics of processing elements.

There has been a recent resurgence in the field of

artificial neural nets caused by new net topologies and
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