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ABSTRACT 

Conjugate Gradient (CG) methods have an important role in solving large scale 

unconstrained optimization. These methods are recognized due to its low memory 

requirement and convergence speed. However, some CG methods still possess high 

number of iteration and CPU time when apply in the real life problems. Hence, the 

researchers come out with many alternatives in order to improve the efficiency of the 

CG methods. Recently, Three Term CG method has become a research trend of CG 

method. The problem arise when the existing Three Term CG methods could only be 

used with inexact line search. When exact line search is applied, the formula of Three 

Term will be reduced to the standard CG method. Therefore, there is a need to come 

out with a new Three Term method that could be used with exact line search. In this 

research, a new three term method has been proposed. This new proposed method 

satisfies both sufficient descent condition and global covergence properties under 

exact line search. Numerical results show that this proposed method outperforms the 

well-known classical CG and some hybrid methods. Performance profile of numerical 

computation in term of number of iteration and CPU time on the different initial point 

and some optimization problems had shown the robustness and efficiency of this new 

three term coefficient. An application in the regression analysis is also included to 

prove the applicability of new proposed method in the real life problem.  
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