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Preface 

 

This e-book describes the research papers presented at the International Conference on 

Emerging Computational Technologies (ICECoT 2021), organised by Faculty of Computer 

and Mathematical Sciences (FSKM), UiTM Cawangan Melaka. The main discussions of 

the conference is on the technological advances that help shape the skills that are required 

to cope with the Fourth Industrial Revolution (IR 4.0). Considering that this is our first 

attempt at organising a conference, we are therefore greatly honoured that the Universitas 

Negeri Semarang (UNNES), Indonesia, Mahasarakham University (MSU), Thailand and 

University of Hail (UoH), Saudi Arabia have all agreed to become our partners by 

contributing several reseach papers as well as providing reviewers to assess the quality of 

the papers. 

 

Out of the numerous research works that had been submitted and reviewed, the Editorial 

Board have selected 22 papers to be published in the e-book. The discussions of these papers 

pertain to the use of technologies within the broad spectrum of Computer Science, Computer 

Networking, Multimedia, Information Systems Engineering, Mathematical Sciences and 

Educational Technology. It is hoped that the research findings that are shared in this e-book 

can benefit those who are interested in the various areas of computational technologies; such 

as graduate students, researchers, academicians and the industrial players, to name a few.  

 

As the Project Manager, I would like to thank all of the committee members from the bottom 

of my heart for their tireless efforts in ensuring the success of ICECoT 2021. Without their 

continual support and excellent teamwork, this conference would not have come to fruition. 

In fact, holding this major event has been a good learning experience for us all, and I 

sincerely believe that our future conferences will become more outstanding if the same spirit 

is maintained. 

 

Dr. Noor Aishikin Adam 
Faculty of Computer and Mathematical Sciences 
Universiti Teknologi MARA Cawangan Melaka Kampus Jasin 
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Abstract— The objective of this study is to examine the 

relationship between news sentiment and actual price of stock 

data by using news classification technique. The effects of online 

news towards stock market turning points. This investigation 

studies the methods of news sentiment analysis. There were 

seventeen companies’ data used to analyze the data. News 

classification techniques was used to sort out key features for 

further classification. News classification into factors affecting 

stock market price was done using Naïve Bayes, Deep Learning, 

Generalized Linear Model (GLM) and Support Vector Machine 

(SVM). The news classification and news sentiment were used to 

predict the stock market turning points. Results show that best 

news classification approach is based on Deep Learning 

techniques that provide the most accurate classification. The 

study suggests that the accurate and time saving decision for 

stock investors.    

Keywords—deep learning, news classification, news sentiment 

 INTRODUCTION 

As the news has significant effects on the prediction of 
the stock market [1], there is a field of study that investigates 
how computing can be utilised to operate and interpret natural 
language in the text or speech that appears in the public 
media. This is called Natural Language Processing (NLP), 
and it directs how to study how humans use and comprehend 
language with computer systems [2]. In other words, it is “the 
intersection of artificial intelligence and linguistics”[3]. 
Normally, news is not kept as structured data, and analysing 
news sentiments is one of the best ways to help rearrange data 
in order, i.e., structured data. Once news sentiments become 
structured data, this structured data becomes useful for 
creating rules for turning points in stock market prediction. 

The day-to-day news on social media is applied to predict 
the stock market in the incoming days. The actual stock 
market price is used to compare with the data from the 
finance news [4]. For example, on 1/1/2013, there are 
approximately 10 news stories about Company A. The news 
sentiment analysis is implemented in order to understand that 
the 10 news stories are classified into groups of six factors 
and to specify the polarity of the factors, whether it is positive 
or negative. After that, summaries of the news on 1/1/2013 
are produced. The sentiment of factors related to Company A 
are represented, with whether the factor is positive or 
negative being incorporated into rules for predicting the stock 
market turning points. The results are used to predict the 
stock market turning points on the next day, on 2/1/2013. So, 
the prediction framework accomplishes exact forecasts, and 
the re-enactment on stocks exchanged appears to be a major 
benefit. Even though the predictions can only be made with a 

certain degree of accuracy, the ultimate aim is to minimise 
the risk associated with the predictions [5]. 

 As mentioned previously, these days there are more 
advanced algorithm systems, such as Artificial Intelligence 
and learning machines, that aid in processing data. In research 
by Osanga [6], even though AI was successful in recording 
information retrieval, data mining and Natural Language 
Processing (NLP), there is the requirement for opinion 
mining to automatically deal with a large number of 
sentimental opinions on the internet. The growth of news 
distribution on websites and social necessity drives research 
attempts at sentiment analysis to enhance text mining that can 
extract the essence of words about the possibility of stock 
market trends.  

Thus, the objective of this study is to examine the 
relationship between news sentiment and actual price of stock 
data by using news classification technique. The study 
problem is “Can sentiment help create rules to approach 
towards turning points stock market prediction?” 

 LITERATURE REVIEW 

A. News Classification 

News information is now easily accessible through online 
content contributors such as news on websites and social 
media [7]. However, a huge amount of news information is 
available in textual written forms from various online 
sources, which could be advantageous in many areas of 
research but which is difficultto use. As the number of news 
sources has grown considerably, it is much harder for internet 
users to approach news of interest which allows users to 
categorize news accurately in order for the news to be 
accessed in real time. A news classification technique is one 
of the vital applications of text mining because it aids in 
classifying textual news based on words, phrases, and 
combinations of words, etc., to pre-set class labels. 
Classification is found to be a challenging task in text mining 
[8] because it needs pre-processing steps to turn unstructured 
data into structured data.  

A news classification technique performs the first part 
with a dataset where the class assignments are known. 
Classification is distinct, and it does not imply order. Its 
purpose is to precisely forecast the target class for each case 
in the data [9]. The decision strategy is probably drawn up by 
scrutinizing the fluctuation of the stock price on the basis of 
news contributed and sector preference. They performed an 
analysis of relevant news classification and impact 
calculation strategies and selected the method of stock 
prediction to be applied in the model by performing a 
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comparison of prediction techniques as follows: regression, 
classification, and statistical techniques. 

As a vast number of news articles is published on the 
internet, it takes a long time to select the most likely sources. 
Hence, a method of news classification is critical in order to 
acquire compatible information expeditiously [10]. As a huge 
amount of current news is published on diverse websites, it is 
necessary to transform the textual data (unstructured data) 
into structured data forms [11]. It is practical to mine 
sentiments of news of interest over a period of time which 
can be applied to measure the long-term influence on stock 
investment [12]. The process of news classification is 
associated with the following main steps: data collection, pre-
processing, feature selection, classification techniques 
application, and evaluating performance measures [13]. 

B. Techniques of News Classification  

There is a variety of news classification techniques which 
are used in the field of stock market prediction. However, in 
this study, Deep Learning, Naïve Bayes, Support Vector 
Machines (SVM), and Generalized Linear Models (GLM) are 
discussed because they are relevant to the study area. 
Different techniques have different advantages, for example 
Deep Learning is related to the way the neutral networks of 
the human brain help evaluate huge amounts of  complex data 
[14]. Naïve Bayes is more likely to be related to the 
probability in that it has a distinctive way of explaining and 
classifying a set of data in order to rearrange different news 
into the appropriate groups [15]. Support Vector Machine 
(SVM) is used in a situation in which the data is non-linear to 
classify it into the proper groups [16]. Lastly, the General 
Linear Model (GLM) is related to a way to classify data 
which is linear, and it helps to rearrange data into suitable 
groups.  

Basically, raw data or news (unstructured data), which 
consists of a huge amount of data, is a mixture of linear and 
non-linear sets of data which have not been classified as 
structured data. Hence, the different techniques that were 
mentioned previously are useful in classifying all kinds of 
data, both linear and non-linear kinds, and myriad amounts of 
data. Whether or not data is linear is referred to as the key 
difference between types of data structure. In linear data 
structures, the organisation of data foundations is successive, 
while in nonlinear data structures, the organisation of data 
foundations is not successive. A data structure is a method for 
organising and storing data, which then allows for efficient 
data retrieval and usage. This is necessary because a large 
volume of data that covers both structured and unstructured 
types that can overwhelm a business in its routine activities 
[17]. To sum up, all the techniques that have been mentioned 
above are suitable for solving the problem of classifying data, 
in particular for the text form or news. 

 Deep Learning: Deep Learning is an algorithm in 
the field of machine learning that allows the machine to 
process a huge amount of data by simulating neural networks 
in the same way as neutral networks in the human brain. In 
this section, the topic of deep learning in Pattern Recognition 
and Machine Learning [18] will be reviewed. At the 
beginning of research in the field of artificial neural networks, 
the most used structure was machine learning with python 
(MLP), in which there is only one layer. Many theories have 
suggested that if the number of nodes are sufficient, a one-
layer structure of MLP can be used to gauge function values.  

In 2006, research in this field by Hinton et al. at the 
University of Toronto, introduced the idea of teaching hidden 
layers one by one, separately, with unsupervised learning. 
Then, the separated layers are brought together and finely 
adjusted again in the form of supervised learning. The study 
by Hinton et al. is based on artificial neural networks called 
the Restricted Boltzmann Machine (RBM) that was not 
previously widely applied. The benefit of such networks is 
the connection with a probability model that is used to 
describe why the deeper structures should be created,  ̶
namely, there are multi-layer. As a result, this research led to 
a new field, which is overall called “deep learning”. The idea 
of teaching hidden layers in succession separately with 
unsupervised learning brings about another artificial neural 
network. That is, the structure consists of autoencoder neural 
networks with multi-layer. Each layer of autoencoder neural 
networks is an artificial neural network which is used in 
converting data into a new space with some structures that 
can be converted back completely. Joining these structures is 
like attempting to choose suitable data representation.      

Modern Deep Learning is not like previous neural 
networks because it contributes training stability, 
generalization, and scalability with big data. It also works 
well for a variety of problems, so Deep Learning is rapidly 
growing as an alternative algorithm for the highest accuracy 
in prediction. Many frameworks for Deep Learning have 
been widely developed. In the Fig. 1, the neuron is the basic 
unit in the model. Naturally, the output signals of the neurons’ 
diverse strengths move along the synaptic junctions, and they 
are accumulated as input for the activation of a linked neuron. 
In the model, the weighted combination: 

α = ∑ 𝑤𝑖𝑥𝑖  +  𝑏 
𝑛
𝑖=1  

of input signals is accumulated. After that, an output 
signal f(α) is transferred by the linked neuron. The function f 
serves as the nonlinear activation function implemented via 
the network, and the bias b serves as the activation threshold 
of the neuron. 

A multi-layer, feedforward neural network is composed 
of several layers of interlinked neuron units, as presented in 
the following image, beginning with an input layer to 
complement the feature space, followed by multiple layers of 
nonlinearity, and ending with a linear classification layer to 
complement the output space. The inputs and outputs of the 
model’s units follow the fundamental logic of the one neuron 
represented in Fig. 1.  

Fig. 2, bias units are encompassed in every non-output 
layer of the network. The weights connecting neurons and 
biases with other neurons completely verify the output of the 
whole network. Learning happens when these weights are 
adjusted to reduce the error on the labelled training data. 
Specifically, for each training example j, the intention is to 
reduce a loss function, 

                                            

where W is the collection {Wi}1:N−1’, where Wi designates 
the weight matrix linking layers i and i + 1 for a network of 
N layers. Likewise, B is the collection {bi}1:N−1, where bi  

indicates the column vector of biases for layer i + 1. This 
primary framework of multi-layer neural networks is able to 
achieve Deep Learning tasks. Deep Learning are thus models 
of feature extraction, generally relating to multiple levels of 
nonlinearity. Deep Learning algorithms can learn valuable 



International Conference On Emerging Computational Technologies (ICECoT2021) 

13 

978-967-15337©ICECoT2021 

representations of raw data and have presented high 
performance processing complicated data such as images, 
speech, and text [19]. 

 

Fig. 1. A single neuron 

 

Fig. 2. Multi-Layer Perceptron 

 Naïve Bayes: Naïve Bayes is a popular classification 
technique which uses a statistical principle to predict 
conditional probabilities on the basis of Bayes’ theorem, with 
a strong independence hypothesis. The model is titled naive 
because it assumes that the features are conditionally 
independent of each feature. This provides the ability to 
calculate the probabilities of Bayes’ formula from a very tiny 
training set. The algorithm operates on the basis of 
conditional probabilities. The closing classification rests on 
the product of two probabilities, which produces the posterior 
probability. The first probability is termed prior probability, 
and the second one is termed likelihood probability. The prior 
probability is unconditional probability. That is to say, it is 
the state of knowledge before the data is detected. It is 
computed for each class, and the highest value class is the 
class of the new object.  

In a study by Osanga in 2014, the probability of a tweet 
belonging to one of the classes (positive or negative) was 
computed based on the prior probability and the likelihood 
probability. The class that has the highest probability was 
chosen as the polarity of the tweet. His approach is based on 
the naïve hypothesis that the set of features are conditionally 
independent given a class. Due to this hypothesis, Naïve 
Bayes gives a high degree of accuracy for text classification 
purposes with a performance compared to other supervised 
methods. 

Additionally, Naïve Bayes is a method that is popular and 
widely used in the news classification of documents due to its 
simplicity and great efficiency in classification. As Naïve 
Bayes is based on Bayes’ Theorem dependent on the 
probability of result prediction by analysing the relationship 
between variables to employ in establishing the conditional 
probability for each relationship.  

 Support Vector Machines (SVM): Support Vector 
Machines is a supervised learning method that has been 
widely used to perform classification problems and nonlinear 
regressions. It is an algorithm that can help in solving 
classification problems, and it is used to analyse and classify 
data based on the principle of coefficient of equation to form 
the linear dividing the data put into the teaching process of 
the learning system. The idea of Support Vector Machines is 
predicated on the basis of putting data in feature space, and 
then the lines separating two data points will be found by 
forming a hyper-plane which is linear. This is to find out 
which linear dividing the two data points is the optimal 
separating hyper-plane. The line separating the data is called 
the maximum hyper-plane.  

The basis of the Support Vector Machine is applied to 
linear data and can help in such problems with the use of the 
Kernel Function. Classification of data on multi-dimensional 
planes will apply the use of the most proper selection, which 
is called feature selection. The structure of selection is 
retrieved from the data teaching learning system. The number 
of structure sets used in describing a case is called the vector. 
Thus, the model of Support Vector Machines aims at dividing 
groups of vectors, with one group of variables on one side of 
the plane and other groups on different planes. All the vectors 
on the sides of the multi-dimensional planes are called 
support vectors.  

 In separating the data, a special rule is constructed, which 
is called the linear classifier, in which its function is stated as 
Equation (1). 

                                  (1) 

where w and b are the function parameters perpendicular 
to the boundary and the “<”, “>” sign are the inner product of 
the two vectors (positive and negative in this case). 

The hyperplane ought to be as far away as possible from 
the two datasets it divides. Fig. 3 shows that the classifier’s 
main purpose is to search out the most effective hyperplane 
which separates the negative class data points from the 
positive class data point with the maximum possible margin 
for every set of points from the hyperplane [20]. The data 
point on the margins are known as “support vectors”. The 
foremost necessary property of the training data in SVM is to 
be linearly distinct, suggesting that the two hyperplanes of 
both margins can be selected in the sense that there are no 
data points between them. 

 

Fig. 3. SVM models depicting marginalisation 

 Generalized Linear Models (GLM): Generalized 
Linear Models is a group of models including linear models 
and classical linear models. It is intended to discover the 
relationship between explanatory variables and response 
variables on the basis of the idea that Y can be written in the 
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sum of mean (µ) with deviation (ɛ). The hypothesis of GLM 
is detailed as follows: 

 Random Component: Y is independent of each other, 

and it contains a distribution in the exponential family. 

 Random Component: Y is independent of each other, 

and it contains a distribution in the exponential family. 

 Systematic component: Explanatory can be written in 

the form of η linear approximation that 𝜂 = 𝑋𝛽 

 Link Function: Relationship between random 

component and systematic system is determined by link 

function (𝑔). Link function can find differentiable, and it is 

monotonic where 

 

𝐸[𝑌] = 𝜇 = 𝑔−1𝜂                                           (2) 

Distribution in exponential family has two features as 
follows: 

• Distribution can be written in the form of mean and 
variance. 

• Variance is a function of mean. The formula can be  

𝑉𝑎𝑟(𝑌𝑖) =  
𝜙𝑉(𝜇𝑖)

𝜔𝑖
                                             (3) 

where 𝜙 is scaled parameter and 𝜔𝑖 is constant 
determining the weight for each prior weight. Distribution in 
exponential family and variance of distributions can be 

concluded as presented in Table  I . 

 VARIANCE OF DISTRIBUTIONS 

Distribution Variance 

Normal 1 

Poisson 𝑥 

Gamma 𝑥2 

Binomial 
𝑥(1 − 𝑥) 
when the number of tests = 1 

Inverse Gaussian 𝑥3 

 METHODOLOGY 

As news is collected in the first step, all the news 
documents are obtained. The news is derived from the 
websites and stored in a database, with a total number of 
54,849 documents that the annotator is annotating. When the 
annotation scheme is initially progressing, the documents are 
examined and discussed until consensus annotations are 
obtained that could be utilised as a gold standard. After each 
training document has been annotated, the annotators 
measure their annotations to construct the gold standard for 
the document [21].  

A. Data Pre-processing 

After the data is collected, the news data in datasets is 
processed via the use of the Natural Language Processing 
(NLP) technique and transformed into the form of a 
document matrix. Then it is used to create a model by 
applying machine learning techniques. For more details, the 
data processing consists of two sub-pre-processing steps, as 
shown in Fig. 4. 

 

Fig. 4. Procedures in preparing data 

Data Query from Database: the news is divided into three 
parts, and the parts of the news are identified from Headline 
News: headlines of news, News Description: contents, and 
Combination of Headline News and News Description. These 
three parts of the news are processed by the NLP technique 
to select the fit features before the data are analysed and used 
in creating the model to classify the category of news.  

• Remove punctuation, special characters, numbers 
and some specific words in order to obtain the data in 
the form of plain text. 

• Convert plain text to lowercases because the study 
intends to make the word appear exactly the same 
every time it appears. Thus, the word is changed to 
lowercase. 

• Strip unnecessary whitespace from the document 
because the above processing will leave the 
documents with a lot of “whitespace”. Whitespace is 
the result of all the left-over spaces that were not 
removed along with the words detected, and 
whitespaces can or should be removed.  

• Stemming words is utilised to find the original form 
of those words or their root words without prefixes 
and suffixes. Most of them are nouns and verbs, for 
example, the original word of “walked” and 
“walking” is “walk”. Although “ed” and “ing” is 
removed, the meaning of this word still remains.  
Finding the word roots helps in determining the word 
to be the same word in order to reduce the number of 
words (or feature redundancy) in the document.  In 
this study, the method of finding word roots by Porter 
is applied; it is suitable for finding word roots in 
English. 

After data preparation, feature extraction and feature 
selection re carried out. 

B. News Sentiment Analysis 

After news data had been collected from websites, news 
data is prepared by the method of text pre-processing, as 
shown in Fig. 5. Then news data in textual form and 
unstructured data is transformed into structured data; data 
pre-processing is undertaken, and the data is transformed into 
a document term matrix in order for feature  extraction  to then 
find features used for news  classification. The sentiment 
analysis is regularly applied in financial issues, especially the 
stock market prediction. Feature selection is then carried out 
in order to select features that influence news  classification 
for analysis. The data used in establishing the model is news 
about the stocks of 17 companies running businesses related 
to technologies that is gathered from the Yahoo! Finance 
website (http://finance.yahoo.com). There are a total of 
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54,849 news documents. When obtaining data that is well-
prepared for analysis, sentiment words are then calculated by 
a sentiment detection algorithm. After determining the result 
of sentiment words, the test to find the relationship between 
news data and stock price is undertaken to confirm that the 
news has effects on stock fluctuation. 

 

Fig. 5. Text-preprocessing stages 

To find the relationship between news sentiment and 
actual price of stock data, it can analyse in the Fig. 6. 
Sentiment words as presented are using a simple algorithm 
that computes the number of incidents of “positive” and 
“negative” words in the headline news. Based on the 
calculation, scores are allocated to the related sentences. The 
polarity of the sentences is then computed in order to discover 
the sentiment score [22]. 

 

Fig. 6. Relationship between news sentiment and actual price of stock 

data 

C. News Classification Technique 

The news classification technique is illustrated in Fig. 7. 
The training set and testing set are separated with a k-Fold 
Cross Validation. That is, the data is divided into k sets 
equally, and the number of k rounds is calculated and 

examined. In each round, the data k will be selected to be test 
set data, and the rest of the data, which contains k-1sets, will 
be used as training sets. 10-Fold Validation will be employed 
in this test to create the model of news classification, with the 
use of different machine learning techniques: Naïve Bayes 
(NB), Support Vector Machines (SVM), Generalized Linear 
Mode (GLM) and Deep Learning (DL) being implemented to 
establish the rules of news classification with the use of 
RapidMiner Studio to aid in analysing. News classification 
performance is tested by classifying the news with the use of 
Accuracy, Precision, and Recall, and the number of models 
obtained from the research in total is 1,296.  

 

Fig. 7. News classification techniques 

After the data is classified and classification performance 
is calculated, the hypothesis for the part of news, vector 
representation of text, feature extraction, feature selection 
and classification techniques will be examined by dividing 
the news items into six parts to be used in describing the 
results, namely  a classification performance test obtained 
from the three parts of news, a classification performance test 
obtained from term weighting, a classification performance 
test obtained from source of feature from six sources, a 
classification performance test from three types of trimming 
the features, a classification performance test obtained from 
three feature selection techniques, and a classification 
performance measure test obtained from four classification 
techniques, in order to compare the efficiency of accuracy. 

 RESEARCH RESULT 

From the study objective and hypothesis is the test of 
feature selection techniques from the three techniques  in the 
second state  in order  to find what  feature selection techniques 
approach results in the most accurate feature selection 
techniques from the three methods used in this study, i.e., 
Information Gain, Gini Index and Chi-square. This is 
conducted to discover whether or not each feature trimming 
method gives different results for accuracy. The outcome of 
the data analysis is presented in Tables II and Table III. 

 TEST OF HOMOGENEITY OF VARIANCES  

Levene Statistic df1 df2 Sig. 

0.066 2 1617 0.936 

 

Based on the results  in Table II, it can be concluded that 
the variance of each group is no different in means. 
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Therefore, the ANOVA is able to be used in testing this 
hypothesis.  

Hypothesis Testing:  

H0:  There is no difference between the means of accuracy 
of news classification technique (Information Gain, Chi-
square and Gini Index) 

Based on the analysis outcome in Table III, p ≥ 0.05. It 
can be concluded that the result of the accuracy means 
obtained from news selection technique is statistically not 
significantly different when the level of significance is 0.05. 

 ANALYSIS OF VARIANCE (ANOVA)  

Source of 

Variation 

Sum of 

Squares 
df 

Mean 

Square 
F Sig. 

Treatment 57.566 2 28.783 0.043 0.958 

Error 1074072.237 1617 664.238   

Total 1074129.803 1619    

 

Precision and recall are standard measures that have long 

been in use for prediction models.  The F -measure is the 
harmonic mean of the precision and recall. Accuracy 
measures the percentage of samples that are correctly 
classified. In this research, how to evaluate the effectiveness 
of the proposed approaches are defined below in terms of a 

3 -by -3 confusion matrix, as shown in Table IV.  

Table IV shows a number of evaluation measures can be 
defined using these predicted upward, downward and 
unchanged  values. The four metrics that are used in this 
study. After completing the stage of the rule-based 
optimisation for stock market turning points prediction 
illustrated, the effectiveness of the stock market turning 
points prediction in terms of the prediction for the six time 
periods is shown in Table V.  

 TREE-CLASS CONFUSION MATRIX 

 
Prediction 

 up down unchanged 

Actual 

up (up, up) (down, up) 
(unchanged, 

up) 

down (up, down) 
(down, 

down) 

(unchanged, 

down) 

unchang
ed 

(up, 
unchanged) 

(down, 
unchanged) 

(unchanged, 
unchanged) 

 [Prediction, Actual] 

 

Table V shows the results of  the  prediction performance 
for the prediction of  stock market turning points for the yearly 
period  by target class, which is a  stock market price that is 
going up. The results show that the mean of the accuracy is 
equivalent to 0.5294, while the mean of recall, the mean of 
precision and the mean of F-Measure are all equivalent to 
#N/A. *This the result cannot be calculated because the data 
used for the calculation is missing values (from four 
companies). 

 TESTING THE EFFECTIVENESS OF YEARLY PREDICTION BY 

USING NEWS INFORMATION COMPARED WITH ACTUAL STOCK PRICE DATA 

No. 
Stock 

Symbol 

Performance 

Accuracy 
  Precision: 

Up 

Recall: 

Up 

F 

Measure

: Up 

1 AAPL 0.6667 0.6667 1.0000 0.8000 

2 AMZN 0.6667 0.6667 1.0000 0.8000 

3 BRK-A 0.5000 0.5000 1.0000 0.6667 

4 CSCO 0.5000 0.5000 1.0000 0.6667 

5 CVX 0.5000 0.0000 #N/A #N/A 

6 EBAY 1.0000 1.0000 1.0000 1.0000 

7 FB 1.0000 1.0000 1.0000 1.0000 

8 GE 0.3333 0.5000 0.5000 0.5000 

9 GOOG 0.3333 0.5000 0.5000 0.5000 

10 GOOGL 0.0000 #N/A 0.0000 #N/A 

11 IBM 0.0000 0.0000 #N/A #N/A 

12 INTC 0.5000 0.5000 1.0000 0.6667 

13 JNJ 0.5000 0.5000 1.0000 0.6667 

14 MSFT 1.0000 1.0000 1.0000 1.0000 

15 ORCL 0.5000 0.5000 1.0000 0.6667 

16 WMT 0.5000 0.5000 1.0000 0.6667 

17 XOM 0.5000 #N/A #N/A #N/A 

Average 0.5294 #N/A #N/A #N/A 

Standard 

deviation 
0.2814 #N/A #N/A #N/A 

 CONCLUSION 

In conclusion, the results of the prediction performance 
for the prediction of stock market turning points in the yearly 
period, the mean of accuracy for each time period prediction 
are used to test the hypotheses in order to study the prediction 
of the different periods of time in order to determine whether 
or not they are statistically different, which is explained 
earlier.   

More specifically, in this study, the concepts applied 
included sentiment analysis and rule-based optimisation. It 
would be helpful for future study to replicate the entire 
process of investigating the research to acquire a deeper 
understanding regarding the prediction of stock market price 
by adding concepts such as big data analytics. It would be 
useful to provide a very large number of datasets, and this 
would help to reduce the length of time used at the data 
analysis stage.  

Finally, regarding the unit of study, the stock market was 
selected as the unit of study; hence, for future study, it would 
be useful to extend the findings of this study to apply news 
on social media to predict the prices of crude oil, gold, and 
the exchange rate. In summary, the sentiment can help create 
rules, and these rules are practical in optimising the rule-
based approach towards turning points stock market 
prediction. The objective was answered from the study 
results. 
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