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ABSTRACT 

Mini robots can be used in many applications such as in domestic, industrial or 

humanitarian fields. Typically, mini robot platforms are equipped with sparse and noisy 

sensors on board such as array of infrared sensors. In robotics, the ability to map the 

surrounding area and determine self-location is essential for a robot to be truly 

autonomous. This research aims to develop such capability known as Simultaneous 

Localization and Mapping (SLAM) algorithm for mini robots with array of infrared 

(IR) sensors. Existing methods had implemented either feature-based or occupancy grid 

map (OG) as map representation. In SLAM with feature-based map, prior knowledge 

of the environment is required to associate sensor measurements with the right features. 

OG map representation does not need for landmark identification but described 

occupancy of an area. In this research, to enable mini robots to operate in various 

environment, OG map with SLAM or grid-based SLAM algorithm was developed. 

Previous works in this domain had to assume for all walls in the environment are either 

parallel or perpendicular to each other. Another assumption is to implement grid-based 

SLAM algorithm with rather accurate odometry data. These limitations are not suitable 

for mini robots to operate in various structure of environment. Furthermore, mini robots 

often have significant odometry error due to wheels’ slipping. In this research, neural 

network (NN) was used to interpret adjacent sensor measurements. Thus, adjacent 

sensors can be interpreted into grid cells occupancy better, compared to a single sensor 

interpretation. The neural network integrated algorithm is named as RBPF-NN, where 

Rao-blackwellized particle filter (RBPF) was integrated with NN in grid-based SLAM 

algorithm. One of the issues in RBPF algorithm, is to reduce number of particles to 

reduce overall computation cost. To address this, a better proposal distribution is 

needed when sampling the next generation of particles. In this research, three models 

of RBPF-NN algorithms were developed using three different proposal distributions; 

1) motion model, 2) Gaussian approximation, and 3) two-step sampling. The RBPF-

NN algorithm were tested using mini robot platform named Khepera III in Webots robot 

simulator. For validation, three grid-based SLAM with the same proposal distribution 

methods but without NN, were developed. The existing models are coined as RBPF-

XNN to reflect the absent of NN integration. The performance of RBPF-NN and RBPF-

XNN algorithms were compared. From the performance analysis of robot’s state 

estimate and map estimate accuracy, it is identified that the RBPF-NN algorithm with 

motion model proposal distribution has the highest map accuracy and lowest robot’s 

state error at 85% and 9.42cm respectively. As for the existing algorithm, RBPF-XNN 

with Gaussian approximation gives the best result at 69% map accuracy and 12.7 cm 

robot’s state error. Thus, the RBPF-NN algorithm improves the map accuracy by 26% 

and state estimate error is reduced by 25.8% compared to the existing algorithm. The 

good performance of RBPF-NN with motion model is because of neural network 

improves the accuracy grid cells’ occupancy. Thus, this improves the importance 

weight computation in RBPF-NN Model 1 which make use of cells occupancy value. 

Consequently, resulting a better accuracy of map and robot’s state estimate. This 

finding concluded that a robust grid-based SLAM algorithm for mini robot platform 

using array of IR sensors can be obtained by using RBPF algorithm with motion model 

proposal distribution and neural network integration. 
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