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ABSTRACT 

The Global Navigation Satellite System (GNSS) is subjected to various noise sources 

affecting positioning accuracy during real-time implementation. The development of 

Real Time Kinematics (RTK) and GNSS was introduced to enhance positioning 

accuracy. However, the RTK-GNSS is not able to achieve a fixed integer (centimetre) 

solution most of the time during dynamic applications. In recent years, the Gaussian 

Process (GP) has been employed to model GNSS measurement errors during dynamic 

applications. GP is a time-consuming process and computationally expensive, having 

a possible tendency to produce the best fit model. Moreover, the performance of GP of 

model fit on trajectory data has not been studied. Hence, the three main objectives of 

this work are: (i) to perform data logging and analyse the characteristics of RTK-

GNSS errors; (ii) to model localization errors of RTK-GNSS dynamic measurements 

using sparse Gaussian process regression (GPR), which offers less computational 

complexity and (iii) optimize the performance of the sparse GPR model. The RTK-

GNSS used in this work comprised two EMLID Reach RS. Data logging during 

dynamic applications was conducted on two trajectories under multipath and one 

without multipath when operating under short baseline and clear sky conditions. 

Seven sets of data were collected for each trajectory. The collected data was analyzed 

based on two-dimension (2D) positioning accuracy and availability; probabilistic 

distribution of the error residuals; autocorrelation function (ACF) and partial 

correlation function (PACF) to evaluate correlations in the data. The analysis revealed 

the presence of correlated noise in the measurements which did not conform 

consistently to any probabilistic distribution. Subsequently, sparse GPR models were 

developed for each trajectory based on five types of kernel functions. The best 

performing kernel function was chosen to implement sparse GPR that could predict 

the x and y axes coordinates for each trajectory. Next, Linear Regression-

Autoregressive Integrated Moving Average (LR-ARIMA) error models were also 

developed to improve the positioning errors in the respective axes. The LR-ARIMA 

models were estimated based on the ACF and PACF relations and the Akaike 

Information Criterion (AIC). The developed LR-ARIMA models were also used to 

optimize the sparse GPR models by combining the GP models with LR-ARIMA 

(GPR-LR-ARIMA). The performance of the GPR, LR-ARIMA, and GPR-LR-

ARIMA models, respectively, were evaluated and compared in terms of Mean 

Absolute Error (MAE) and Root Mean Square Error (RMSE) on 2D position errors. 

The models’ residuals were analyzed using histogram, ACF, PACF and Quantile-

Quantile Plot (QQ-Plot) to evaluate model fitting. The MAE of 2D position errors has 

been improved by up to 60.38% using sparse GPR models, up to 51.94% when using 

the LR-ARIMA models and 84.73% using the GPR-LR-ARIMA models when 

compared to the original logged data. In conclusion, an integration of the GPR and 

LR-ARIMA was feasible to improve positioning errors with better model fit. 
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CHAPTER ONE 

INTRODUCTION 

1.1 Research Background 

The vehicular localization system assists in path planning and navigation in 

autonomous vehicles. This system depends on sensors such as Light Detection and 

Ranging (LIDAR), a vision system, communication devices, vehicle odometry, Global 

Positioning System (GPS), and inertial measurement sensors to ascertain the vehicle 

location accurately. To date, various localization technologies that fused 

measurements from sensors, cooperative positioning, and range-based methods have 

been developed to achieve high positioning accuracy. 

Various research aims to eliminate noise in position sensors. The improved 

sensor measurements will, in turn, improve the overall performance of a localization 

system when the measurements are fused with data from other sensors (Ye et al., 

2018; Bhatia et al., 2017; Teng et al., 2018; Carrio et al., 2017; Kurtz & Lin, 2019). 

Many sensors employed in these localization systems may produce measurement 

errors, such as offset drifts in inertial sensors and single-point solutions in GPS or 

Global Navigation Satellite Systems (GNSS). In this thesis, investigation was 

conducted on GNSS measurements, which often suffers from various noise sources 

that degrade its positioning accuracy during real-time implementation. To enhance 

positioning accuracy, the development of Real-Time Kinematic (RTK) and GNSS 

resulted in various RTK-GNSS devices that could provide centimetre positioning 

(“Novatel”, 2010; Gebre-Egziabher, 2018). However, performance evaluation on five 

different brands of low-cost RTK-GNSS (< USD 1000) (i.e., Swift Piksi Multi, NVS 

Technologies NV08C-RTK, Emlid Reach, u-blox NEO-M8P, and Skytraq S2525F8-

RTK), tested in rural, sub-urban and urban landscapes revealed that they could not 

hold a fixed-integer solution for any significant time in dynamic applications (Gebre-

Egziabher, 2018). For example, the accuracy results for sub-urban condition ranges 

between 0.4 m (Reach) to 3.5 m (NEO-M8P) when using the Navcom antenna. When 

using the Patch antenna, the highest accuracy is achieved by Reach at 0.05 m, whereas 

the Skytraq recorded accuracy at 5 m with the same antenna. 

To improve the positioning accuracy of GNSS, conventional Gaussian Process 


	Untitled

