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 The recent computer and Internet technologies have dramatically 
impacted many facets of education. There has been a rapid rise mainly 
since the COVID19 pandemic in the use of video-based learning 
implemented via online classroom setting. Regardless of its 
usefulness and practicality, the educational technologies adoption has 
its challenges faced by educators. The main challenge is to get 
intuition of the students’ attitude that will influence the students’ 
performances. In supporting the intervention approaches, machine 
learning techniques have been widely utilized. Another challenge is 
the difficulty to implement machine learning analysis by the educators. 
The emergence of rapid software platform can be useful for them, but 
the existence of these software is unrenowned.     The goals of this 
paper are to: 1) provide fundamental experimental works of the 
machine learning implementation based on a new rapid software 
framework and 2) present the ability of machine learning in classifying 
students’ attitude towards video-based learning.  Data were collected 
from a university level accounting course (n=103), involving students 
who have different experienced or exposure on video-based online 
learning. Three machine learning algorithms (Support Vector Machine, 
Random Forest, and Decision Tree) have been tested on the dataset 
in a rapid software platform. The results show that all the three 
machine learning algorithms produced high accuracy (above 95%) 
prediction results based on the hold-out testing dataset. Furthermore, 
considering inputs of students perceive on the useful and ease of use 
of video-based learning as well as excluding the demography 
attributes in the machine learning models seems more useful in the 
tested case.   This paper presents the fundamental design and easy 
implementation of machine learning for education domain useful for 
the inexpert data scientists in many fields.  
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1. Introduction 
The world is on the rise of complexity and uncertainty mainly due to the COVID19 which 

have major impact on the education practices. In Malaysia, the declaration of COVID-19 lockdown 
or Movement Control Order (MCO) has led to the postponement of all face-to-face classroom 
activities. During the MCO periods, all universities implemented online learning that inspired most 
educators to utilize various innovative teaching due to the problems in attaining the students’ 
attention and engagement. Video-based learning was one of the widely used approach during the 
MCO and is expected to be beneficial to be used continuously in the future of education setting either 
online or face-to-face[1].   

Teaching with technology like video-based learning provides additional factors that need to 
be considered in terms of the teaching pedagogy and constructions of the learning contents[2]. It is 
highly important for the educators to get some insight on the students’ behavior and perceptions 
towards the learning approaches and contents to ensure the most effective learning can be achieved 
at the end of every class. Additionally, to grasp the students’ attitude at the early semester of teaching 
based on their demographic attributes and academic achievement as well as their background and 
exposure on video-based learning will help the teachers to plan the most suitable and appropriate 
teaching methods for their students[3],[4]. Nevertheless, to conduct the pre-class analysis can be a 
very difficult and hassle tasks for the educators. Recently, machine learning sound to be very useful 
in educational data mining but most of educators are inexpert data scientists that need to be 
supported with a very simple and easy tool.  

The contribution of this paper is two-folds. First, it presents an easy framework for educators 
to implement machine learning analysis with rapid software tool. Second, the experimental works 
show performance comparison of three machine learning algorithms at three different settings. This 
paper can be as a useful guideline for the educators as well as other inexpert data scientists in 
conducting the basis tasks of machine learning analysis.  

 
 
 
2. Literature Review 

Machine learning is the one of the most promising application areas in a field of Artificial 
Intelligence (AI) where its application areas is unlimited[5]. This research focused on machine 
learning in education that has been expanding from the traditional classroom to the use of digital 
resources since the new era of Education 4.0. To date, there are plenty of education implementations 
with machine learning. One of the interesting applications is predicting student performances by 
learning about each students’ historical data[6], [7]. Predicting students dropout with machine 
learning is another important application that have been conducted in [8], [9]. Researchers in [10] 
used multi-class machine learning to predict students; dropout, success or failure from the MOOCs 
learning contents. Academic procrastination is highly significant to the students’ achievement where 
researchers in [11] used the students submission history data to predict the procrastination 
occurrence while in other interesting work was using the procrastination behavioral data to predict 
the students’ achievement [12]. Acknowledging the importance of getting ideas on the students’ 
learning styles, researchers in [13], [14] employed machine learning to achieve the objectives. All 
the mentioned works have characterized the important factors to be considered in the machine 
learning analysis including students’ gender, academic results, and the students’ historical attitudes 
on learning. This research focused on different aspects to contribute as a new machine learning 
predictor model by considering the students perceive useful and perceive ease of use to predict the 
video-based learning attitude. Perceive useful, perceive ease of use and attitude towards technology 
is the important attributes of Technology Acceptance Model (TAM)[15]. 

Although there are many software tools that can be used for implementing machine learning 
analysis, some of them remain difficult to be used by the inexpert users. Some of these tools is 
unknown and limited in the literature.  The most popular tool is using R[16] or Python[17] 
programming but basic programming knowledge is required  and complicated to the educators to 
conduct fast and frequent analysis. Python programming seem to be simpler than R but there 
involved variety of libraries[18] that need to be understood by the inexpert programmers. Using 
software tools with Graphical User Interfaces (GUIs) is better for them by some software like 
RapidMiner and Weka consists of huge components that need a comprehensive training.  Thus, this 
research introduced a very simple rapid software tool with the minimal GUIs.  
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3. Methodology 
   
3.1 Sample of data 

This research gathered data from questionnaires survey for the machine learning analysis. 
The questionnaire consists of two sections: demographic and TAM constructs. In particular, the first 
section collected   demographic characteristics of the respondents including gender, academic 
performance, residential area and monthly family income. This section also captured information on 
students’ exposure of video-based learning prior covid-19 outbreak.  The second section constructed 
based on TAM attributes namely perceived usefulness, perceived ease of use and attitude. The 
questionnaires were personally administered to undergraduate accounting students from the one 
public university in Malaysia during the second semester of 2021/2022 academic year. To ensure 
voluntary participation and honest responses from the students, the students were assured of 
confidentiality and that their responses were to be used solely for this research. Out of a total of 280 
questionnaires administered, 103 valid responses were used for the machine learning analysis, 
representing a response rate of 36.78 percent.  Table 1 lists the independent variables (IVs) in 
classifying the DV, which is the students’ attitude toward video-based learning. Based on Pearson 
correlation test, the two TAM attributes present positive strong correlations (above 0.7 correlation 
coefficient) to the students’ attitude. This is consistent with the finding revealed by researchers in 
[19]. Other demography and academic results present low correlations to the attitudes but remain 
included in the machine learning models. The results of demography inclusion and exclusion will be 
observed in the machine learning models. 

 
Table 1. Pearson correlation of independent variables  

 
Independent variables Correlation 

coefficient  
Perceived_ease_of_use 0.78 

Perceived_usefulness_vbl 0.71 

Cgpa 0.31 

Gpa 0.23 

Residential_area_urban 0.15 

Prior_exposure_on_vbl 0.07 

Monthly_household_income 0.06 

Gender 0.02 

 
 

3.2 The rapid software  
To implement the machine learning, researchers used a rapid software introduced in [20]. 

The software allows researchers to implement three machine learning algorithms; Support Vector 
Machine (SVM), Random Forest and Decision Tree as presented in Figure 1.  After clicking the 
selected algorithm, the next GUI is to set the testing ratio as depicted in Figure 2. 
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Figure 1. Main interface 

 
 

 
Figure 2. Configuration interface for SVM 

 
 
Figure 2 shows the configuration interface when SVM is selected. There are three kernel 

types can be chosen rbf, linear, poly, sigmoid. Based on the data of this research, all the kernel types 
and others parameters did not influencing the SVM results. The best degree identified for the SVM 
is 3 and the best test data size is 30.  The test data size used to set the machine learning training 
and testing ratio. For this research, 70 percent is used for training and 30 percent for testing. Thus, 
from the 103 dataset, 70 data used on the machine learning training while 31 for the machine learning 
testing for evaluating the performances. Different with Random Forest and Decision Tree, the 
configuration interface is depicted in Figure 3. 
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Figure 3. Configuration interface for Decision Tree and Random Forest 
 

  
During the preliminary works, researchers have observed that the used of different Criterion and 
Splitter have not major effect the algorithms results. Like SVM, the best test data size was 30 for 
70:30 ratio between training and testing datasets.  

  
 
 
4. Results and Discussion 

This section presents the results produced by the rapid software and the comparison 
analysis between machine learning models that used all IVs (included demography attributes) and 
only used two TAM attributes (perceive useful and perceive ease of use without demography).  
 
4.1 Support Vector Machine (SVM) 

Figure 4 presents the confusion matrix after selecting SVM and setting the mentioned 
configuration to be run. As test data size was set as 30, there are 31 data will be presented in the 
confusion matrix, where 30 of them has been correctly predicted as positive attitude (case 1) by the 
SVM. One real case with 0 value has been wrongly predicted as 1. Based on the confusion matrix, 
the metrics of accuracy, precision, recall and f1-score can be viewed as presented in Figure 5.  
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Figure 4. The Confusion Matrix of SVM 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. The results of SVM performance 

 
The accuracy is very high at 0.97 and the precision of detecting case 1 is 0.97. As the SVM 

can truly detected all the case 1, the recall ability reached to 1.0. Only one support data has been 
used for the case 0, and this is not correctly classified by SVM calculated as zero precision, recall 
and f1-score for the case. This issue will be a potential research to researchers by extending the 
variation of testing data with the 0 case in the future. 

 
4.2 Decision Tree 

Compared to SVM, Decision Tree produced slightly lower accuracy at 0.94 From the total 
30 cases with positive attitude (case 1), there were 1 case has been predicted as negative attitude 
(case 0). The results of calculation for each performance metric are presented in Figure 7.  
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Figure 6. The Confusion Matrix of Decision Tree 
 
 

 
 

Figure 7. The results of Decision Tree performance 
 
During the preliminary experiments, it has been observed that the results from Decision Tree 

is similar to SVM if the size of testing dataset was set to 20 at 95% accuracy, 0.98 recall and 0.95 
f1-score for detecting case 1. Therefore, Decision Tree can reach better accuracy with lower size of 
testing set compared to SVM.  
 
4.3 Random Forest 

The output of results from Random Forest algorithm is not given in this paper as the results 
are exactly same to the SVM performances at both testing size 20 and 30. The following provides 
results analysis of the three machine learning algorithms in accordance with the attributes or IVs 
used in the models focused on the accuracy. 
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4.4 IVs analysis in the machine learning models 
 Table 2 lists the accuracy results from the three machine learning algorithms with two groups 
of IVs or attributes. The first group includes all the IVs from demography and TAM while the second 
group only used the two TAM attributes (perceive useful, perceive ease of use). 
 

Table 2. Demography effect on the results  
 

 All attributes 
including 

demography 

TAM attributes 
without 

demography 
SVM 0.97 0.86 
Random Forest 0.97 0.86 
Decision Tree 0.94 0.83 

 
 
The results in Table 2 show that the six demography attributes have not contributing too 

much in the accuracy of the model as the correlation values from these attributes were very low 
(Refer Table 1). Therefore, by considering only on the two attributes from the TAM can be useful 
enough for the machine learning algorithms to classify the students’ attitude. 

 
 

 
5. Conclusion 

This research presents different aspects of modelling for classifying students’ attitude 
towards video-based learning from the context of attributes characterization and the rapid software 
platform. The fundamental steps used in the research can be easily replicated to be conducted for 
other kinds of machine learning classification problem from various application domain. Additionally, 
this research can be extended by considering all the three TAM attributes as the inputs model and 
predicting the pre-defined student achievement with the machine learning techniques. Other than 
demography attributes, other factors can be included such as the students’ technology readiness. 
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