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1. Introduction

A root-finding process is a process for finding zeroes of continuous functions and provide ap-
proximations to the roots, which are represented as small isolating intervals or as floating-point
integers. One of the most prevalent problems encountered in the root finding process is the
rapidity of convergence rate to the actual root and the accuracy of the root approximation.
However, the procedure is dependent on the initial estimate, neither stability nor convergence
are guaranteed.

Mathematicians and scientists have used Newton’s Method, an iterative methodology, for
centuries to find the solution to nonlinear equations. While there is an alternative numerical
method for determining the roots of nonlinear function, such as Secant methods and Bisection
methods, the Newton’s Method is by far the most popular among academia and industry owing
to its quick convergence rate. Based on many research publications, Newton’s Method con-
verges quickly in comparison to the other methods (for example see: Akram and Ann (2015),
Azure et al. (2019), Mehtre and Singh (2019)). This was clearly seen in the number of iterations
taken by each of the methods to converge to the exact solution.

According to Mehtre and Singh (2019) and Hasan and Ahmad (2015), Newton’s method
diverge if the starting value given is not near enough to the root. Newton’s Method may fail
to converge or may converge to the incorrect root or may converge too slowly. Although it
is broadly acknowledged that Newton’s Method is better than other methods like Secant and
Bisection method in finding the root, as functions get more complex, Newton’s Method might
be difficult to perform the optimal number of iterations and may not provide an accurate root.
If too many iterations required, it may cause the speed of the convergence rate to decrease.
As a result, several enhancements to Newton’s Method have been developed and implemented
to tackle challenging science and engineering issues (Alleme and Azad, 2012). Hence, an
improvisation Newton’s Method is needed to decrease the rounding error which will improve
the accuracy of the result obtained. Therefore, the study will be focused on a comparison
of the efficiency and accuracy between Newton’s and Improvised Newton’s Methods in some
transcendental function.The methods that have been studied include the Midpoint Newton’s
Method (MNM), the Improvised Midpoint Newton’s Method (IMNM), and the Chebyshev’s
Method (CM). All these methods are assessed using various transcendental functions that have
been chosen, and the number of iterations and convergence rate as well as average elapsed time
for each method are compared to determine the optimal method. The pace of convergence and
uniqueness of the solution are two ongoing concerns with the current numerical methods.

2. Mathematical Formulations of Newton and Improvised Newton’s Method

The mathematical formulations of the two methods employed in this research which are the
Newton’s Method, and the Improvised Newton’s Method that consists of three components: the
Midpoint Newton’s Method, the Improvised Midpoint Newton’s Method, and the Chebyshev’s
Method.
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2.1. Newton’s Method (NM)

The Newton’s method is:

xn+1 = xn − f(x)

f ′(x)
for n = 0, 1, 2, ... (1)

2.2. Midpoint Newton’s Method (MNM)

The Midpoint Newton’s method is an improvised method based on midpoint rule for solving
nonlinear equations. The formula is:

xn+1 = xn − f(x)

f ′
(
xn − f(xn)

2f ′(xn)

) (2)

2.3. Improvise Midpoint Newton’s Method (IMNM)

Then, an improvised Midpoint Newton’s method by using Midpoint Newton’s method (Alleme
and Azad, 2012) is shown below, for any one initial approximation as x0 of the root. The
improvised Midpoint Newton’s method formula is:

xn+1 = xn −
(
f(x)(yn − xn)

f(yn)− f(xn)

)
(3)

2.4. Chebychev Method (CM)

The new iterative formula named Chebyshev Method is a formula that have a cubically conver-
gence. The procedure was based on Newton’s method and the expansion of the inverse of the
function as a power series. The Chebyshev method is defined by:

xn+1 = xn − f(x)

f ′(xn)
− f2(xn)f

′′(xn)
2(f ′(xn))3

(4)

3. Graphical User Interface (GUI)

The Graphical User Interface (GUI) that was developed by using a MATLAB Graphical User
Interface Development Environment (GUIDE) has been used in this study to compute the roots
of nonlinear equations. A sample run of this simulation was used to find the first positive root
of f(x) = sin(x)− 0.5x as shown in Figure 1. The interface is divided into three parts, which
are input, output, and graph. To get the results, the user must follow the provided instructions.
Firstly, the user must manually input the information needed, including the functions, initial
value, and maximum number of iterations in the input section. The tolerance of the computation
has been fixed up to 10−6. Then, to solve the general functions, the user must select the Pop-up
Menu button to choose the method from either Newton’s Method, Midpoint Newton’s Method,
Improvised Midpoint Newton’s Method, or the Chebyshev’s Method. After entering all of the
required information, the user may track the progress in the output area. The results for each
iteration are presented in the table provided the precise root is specified. The iteration value,
approximation root, and error for each root will be shown in tabular form on the table displayed
in the output section to make the generated results more representable. As seen in Figure 1,
the function has stopped at the fifth iteration with an approximate root of 1.8955 for Newton’s
Method. The user may also plot the function graph by clicking the plot button on the interface.
Furthermore, the user can attempt another function, but, before doing so, the user must clear all
data in the interface by using the clear button.
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Figure 1: Graphical User Interface (GUI) to generate the results by MATLAB software

4. Results and Discussions

The study obtained two essential findings:
1. Analysis of the number of iterations and average elapsed time Table 1 and Table 2 below

shows the comparison between four methods where NM, MNM, IMNM and CM are New-
ton’s Method, Midpoint Newton’s Method, Improvised Newton’s Method and Chebyshev’s
Method, respectively. For this paper, the number of iterations and average elapsed time for
several functions was calculated by using random initial values in a MATLAB programming
software. When the relative error is less than or equal to a given tolerance, the number of itera-
tions of the function f(x) will terminate. This indicates that the xn value from the last iteration
served as the exact root for the functions.

Based on the Table 1, it can be concluded that MNM can be utilized successfully and ef-
ficiently since it always showed that MNM requires the fewest iterations when compares to

Table 1: Comparison among method according to number of iterations

Function Initial value
No of Iteration

NM MNM IMNM CM

f1(x) = 10e−x2 − 1
0.75 5 3 4 4

1.6 3 2 3 3

f2(x) = sin(x)− 1
2
x

1.6 4 2 3 3

2 4 2 3 2

f3(x) = tan(x)− tanh(x)
4.5 6 4 5 4

3.5 5 3 3 3

f4(x) = ln(x2 − 3)− 2
1.75 6 4 5 4

2.1 4 2 3 3
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Table 2: Comparison among method according to average elapsed time

Function Initial value
Average elapsed time (seconds)

NM MNM IMNM CM

f1(x) = 10e−x2 − 1
0.75 0.006780 0.003364 0.003190 0.007599

1.6 0.001969 0.001705 0.002833 0.002646

f2(x) = sin(x)− 1
2
x

1.6 0.005127 0.002348 0.005382 0.005912

2 0.03779 0.003561 0.002643 0.006480

f3(x) = tan(x)− tanh(x)
4.5 0.0066286 0.003228 0.003952 0.004319

3.5 0.002546 0.002380 0.002643 0.002725

f4(x) = ln(x2 − 3)− 2
1.75 0.006628 0.002596 0.003889 0.007304

2.1 0.002504 0.001621 0.003566 0.002507

the other methods. Additionally, when the initial value is selected closer to the root, the fewer
number of iterations may be obtained.

On the other hand the average elapsed time is also considered. According to Badr et al.
(2021), the elapsed time is also critical for evaluating an algorithm, while the majority of studies
have overlooked the subtleties of calculating the elapsed time. Each algorithm will be performed
five times to achieve an exact elapsed time, and the average of those elapsed times will be
determined as given in Table 2. Table 2 shows that MNM has the shortest average elapsed time
most of the time, while CM indicates the longer time to converge to the exact roots. According
to the number of iterations in Table 1, CM outperforms NM. However, in Table 2, when elapsed
time is included, NM performs better. This occurs because the CM formula is quite complex,
including second derivatives and cubic roots of the first derivative, which makes CM take more
time to converge to the exact roots. In conclusion, MNM gives the fastest average elapsed time,
followed by IMNM, NM, and CM. Thus, in terms of overall performance, MNM is the best
method because it takes the least number of iterations and also has the shortest average time
spent on each iteration

2. Analysis of the absolute relative errors
The Figure 2 compare the absolute relative errors associated with determining the roots of

logarithmic functions with initial value x0 = 1.8 using four distinct techniques with accuracy
to six significant digits.

Figure 2: Graph absolute relative error for f4(x) = ln(x2 − 3)− 2

As seen in Figure 2, the absolute relative errors for MNM and CM are almost identical.
Both approaches demonstrate a significant drop, with MNM falling from 0.07653 to 0.02514
and CM falling from 0.07554865 to 0.02607997. However, MNM outperforms CM in terms of
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performance, since MNM requires only three iterations to get the exact root, while CM requires
four. It demonstrates that MNM is superior to other methods, despite the fact that it begins with
a huge absolute relative error and requires fewer iterations than the other methods.

5. Conclusion

This study concludes the following three main contributions: the number of iterations, the
accuracy of the desired root, and the average elapsed time all have a substantial influence on
an iterative method’s performance. In term of the number of iterations, Improvised Newton
method can outperform Newton’s method with the rank of MNM become the superior method
continued by IMNM and CM. When all approaches were evaluated based on average elapsed
time, MNM remained the best. Due to the complexity of the IMNM formula, this method
cannot perform very well in the comparison of number iterations as compared to other method.
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