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Abdgract

Sdecting programs that matches one's qudification with the university's program
requirements is not an easy task especidly for the Sjil PAgaran Mdaysa (SPM) leavers.
Thus, this project ams to select the program that matches the SPM results with diploma
program offered a the Faculty of Computer and Mathematicd Sciences, Universiti
Teknologi MARA.. The data used is from the students that register in January 2009. The
total number of data is 120 where 100 data is used for training and 20 data is used for
testing. The data is massaged or categorized where the data is converted into binary
numbers because Artificia Neura Network (ANN) performs better with binary numbers.
The FeedForward Neura Network (FFNN) technique has been used in this project with
the step function as the activation function to determine the calculation of the training
data and testing data. The university program sdlection performance of the FFENN 88.5%
accurate which shows that FFNN is a good technique for university program selection.
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