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Abstract— Deep Learning is an Artificial Intelligence (AI) function 
which can imitate the human brain to process data and deciding. 
It has networks that able to learn the unsupervised data that 
unlabeled or unstructured. It also identified as Deep Neural 
Network or Deep Neural Learning. Convolutional Neural 
Network (CNN) is a subset of Deep Neural Network which 
frequently used to analyse images. CNN also called as ConvNet 
which can be trained using an existing model that has been fine-
tuned or trained from zero by using a large data set. CNN was 
often used in image classification due to its effectiveness and 
accuracy. However, there are several CNN architectures such as 
AlexNet, GoogleNet and ResNet-50. To select the appropriate 
architecture for our research in agriculture, a preliminary study 
to evaluate the architecture were conducted by using five different 
types of flower datasets that obtained from Matlab and Kaggle 
database. The three types of CNN architecture were compared in 
terms of accuracy in classifying the flowers. Result of this study 
indicated that the optimal configuration is by setting the number 
of epochs at 30, with the learning rate at 0.0005, to obtain the 
highest accuracy at 99.82%. 
 

Index Terms— Convolutional Neural Network (CNN), Image 
classification, AlexNet, GoogleNet, ResNet-50.  
 

I. INTRODUCTION 
OMPUTER Science and Artificial Intelligence (AI) has 
made an astonishing development for the past years. The 

AI research has expanded significantly every year regarding the 
application of Machine Learning (ML) which resulted in the 
development of a new model called Deep Learning [1]. 

This can be seen that the AI system such as Deep Learning 
[2] are capable to provide services that deem to be intelligent 
and creative. One of the subgroups of Artificial Intelligence is 
deep learning which lately frequently been used to carry out 
tasks such as image categorization, voice identification and 
many more [3].   

For the past few years, deep learning has gained a lot of 
attention from the researchers due to the increasing request for 
learnable machines that can solve various complex problem. 
Deep learning has a technique that able to solve the feature 
selection issue by do not require the pre-selected features but 
extracting the important features from unprocessed input 
automatically [4]. There are a group of processing layers that 
can be found in deep learning which able to learn many features 
of data through various levels of abstractions [5]. The network 
can learn the recognizable features due to the multiple levels.  

It appears that the deep learning has accomplished a 
promising result in several applications such as image 
classification [6], speech to text [7], semantic segmentation [8], 
object detection [9], Natural Language Processing (NLP) [10], 
vehicle recognition [11] and many more. 

The Deep Learning architecture that usually used for image 
processing is Convolutional Neural Network (CNN) [12]. CNN 
is one of the deep  learning models that inspired by the structure 
of the animal visual cortex which organizes data with a grid 
pattern [13]. CNN also known as ConvNet [14] is built with 
deep feed-forward and better ability compared to other 
networks with fully connected layers for generalizing. 

Next, in between various of deep learning approaches, CNN 
has shown excellent accomplishment in image recognition tasks 
[15]. CNN has made a series of development in image 
recognition and classification area for the past years [16]. CNN 
is the most establish algorithm amidst several deep learning 
models, which has been a dominant technique in computer 
vision tasks since the surprising outcome on the object 
recognition in an ImageNet Large Scale Visual Recognition 
Competition (ILSVRC) in 2012 [17]. The CNN has been using 
in various tasks that obtain an impressive performance in 
several applications. 

Besides that, due to the CNN special process, it can operate 
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well than the other deep neural network. Rather than focus on 
the picture pixel one at a time, CNN gathers some of the pixels 
together to recognize the temporary pattern [18]. The common 
types of CNN that been use for object detection and 
classification from pictures are AlexNet, GoogleNet and 
ResNet-50 [19].    

A study by Rangajaran [20] which used AlexNet and VGG 
16 ro classify tomato diseases concluded that within the 
minimum execution time, AlexNet were able to obtain higher 
accuracy compared to the VGG 16. One of the AlexNet 
disadvantages is it has less depth compared to the newest model 
thus it has difficulty grasping the image features. The advantage 
of ResNets is its fast convergence [21]. ResNet has a great 
approach in which once it learn the features it will not relearn 
again but will focus on the new feature instead. 

This paper compare the performance of different types of 
CNN architectures to be used on agriculture images. The 
remainder of this paper is organized as follows: Section 2 is a 
summary that review several background studies that use image 
classification technique by the past researchers. Next, Section 3 
will explain methods that was used in this research to obtain the 
expected result. Then, Section 4 will clarify the obtained result 
by three types of CNN models used in this research which is 
AlexNet, GoogleNet and ResNet-50. Lastly, Section 5 will 
conclude the result obtained by the three types of CNN models 
that has been used in this research.  

II. LITERATURE REVIEW 
This part will cover some of the CNN models which is 

AlexNet, GoogleNet and ResNet-50 that has been used in this 
study. Besides that, this part also a summary of a few study by 
the past researcher that using image classification technique in 
several backgrounds such as agriculture and medical. 

A. Image Processing 
Image processing used to extract photographic data from the 

image after processing the digital images. It also used to operate 
the contrast and brightness of the pictures since the digital 
camera was not capable to do so. Pictures that were captured by 
the digital camera also contain dissimilar types of noises which 
can be reduced by using this technique [22]. 

 

B. Convolutional Neural Network (CNN) Models 
1) AlexNet 

Alex Khrizevsky won an ImageNet Large Scale Visual 
Recognition Competition (ILSVRC) in 2012 which lead to the 
development of the CNN structure that was named after him, 
AlexNet [23]. Countless of researches were focus to improvise 
the architecture of CNN since AlexNet accomplish astonishing 
result in ILSVRC-2012 image classification competition. The 
development of computer hardware and the improvement of 
data sets are the main contributor to AlexNet achievement [24].  

AlexNet is a large neural network that has 60 million 
parameters and 650,00 neurons [25]. It has 5 convolutional 
layers and 3 fully connected layers [26]. AlexNet is designed 
with piles of multiple layers.  

2) GoogleNet 
A new Deep Learning structure was introduced in 2014 

known as GoogleNet [27] by Christian Szegedy to reduce the 
computation difficulty compared to the traditional CNN [28]. 
GoogleNet has another name which is Inception [29]. 
GoogleNet contains the Inception Modules which changed the 
sizes of convolution and a series of filter for the following layer 
[30]. Inception modules also helps to improvise localization and 
object recognition [31]. Besides that, it also contains a 
convolution layer including 128 filters to decrease the 
parameters, a fully connected layer, in lines layer with softmax 
loss as the classifier and a dropout layer [32]. 
 
3) ResNet-50 

K. He was the one that introduces the Residual Network 
(ResNet) [21]. The author claimed that by stacking the CNN 
layers on the top of each other will not improve the performance 
due to the vanishing gradient problem. To overcome this 
problem, the author suggested the “residual block”. 

ResNet layers were reformatted so that it can learn the 
residual mapping which also known as shortcut connection 
[33]. This network is mainly designed to analysis a large-scale 
data and established with a lot of various numbers of layers 
[34]. 
 

C. In Agriculture 
A Research by Hyun K. Suh [35] used some of CNN model 

in agriculture which is to classify the sugar beet and volunteer 
potato. The focus of the EU (European Union) Smartbot project 
was to manage above 95% of volunteer potatoes and below 5% 
of sugar beet plants by using Deep Learning and also very time-
consuming thus, transfer learning was the key to this situation. 
The transfer learning procedure was analyzed first by using 
three different execution of AlexNet and compute the 
performance distinction between six network architectures 
which is AlexNet, Visual Geometry Group 19 (VGG-19), 
Residual Network (ResNet) 50, ResNet-101 and Inception-v3. 
All of the nets were pre-trained by using the ImageNet dataset. 
There were three scenarios, the theory was tried out whether 
with or without retraining AlaexNet will the classification gain 
the precision of 95% or further could be attained using the 
property from Fully-Connected layer (FC) 6 and FC7 and also 
by using the conventional classifiers. The second scenario, the 
AlexNet was undergoing some changes to generate binary 
classification outcome then it was fine-tuned with training 
pictures of volunteer potato and sugar beet. The modified VGG-
19 achieve the highest categorization with 98.7% precision by 
compared between networks.  

Next, this research by Komal Bashir [36] used the image 
classification to analyze and identify three types of rice crop 
diseases which have two-stage which is the training stage and 
disease forecast stage. The disease on the leaf was classified by 
using trained classifier in this research. To obtain the highest 
efficiency, the researcher enhances the Support Vector Machine 
(SVM) parameters which are gamma and nu. Training stage 
used for the analysis of the training dataset and training SVM. 
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The disease detection stage detects and forecasts the disease 
from images that were not used in the training stage. Detection 
and classification of the diseases using Scale-Invariant Feature 
Transform (SIFT). The result obtains shows that this approach 
has obtained 94.16% accuracy which accompanied by 5.83% 
misclassification rate, 91.6% recall rate and 90.9% precision. 

 

D. In Medical Field 
Wajahat Nawaz [37] used AlexNet to classify breast cancer 

histology pictures. In this study, the researcher fine-tunes the 
AlexNet model by replacing and insert the input layer which is 
convolutional layers to fully connected (FC) layer. The training 
set X1 was extended by created mirrored and rotated images in 
X1. The overlapping patches size 512x512 were extracted from 
the training images. Rather than using the default input layer 
size of AlexNet which is 227x227, the researcher resizes to 
512x512. Besides that, the FC layer was replaced by the 
convolutional layer with 256 filter size of 3x3. The activation 
(ReLU) and max-pooling layer have the same size. The size of 
FC layer was also been reduced (FC-1:256) and the ReLU 
(without the dropout layer) also has been resized. After that, to 
avoid overfitting, the FC layer will be resized (FC2:100). At the 
last layer, the researcher added another 4 FC layer of various 
classes. This study obtains 75.73% accuracy for image-wise, 
81.25% for the validation set and 57% for the test set. 

Next, Lawrence V. Fulton [38] research was about the 
classification of Alzheimer’s disease (AD) using gradient 
boosted machines (GDM) and ResNet-50 by. The purpose of 
this study was to predict the existence of AD by using clinical, 
socio-demographic and magnetic resonance imaging (MRI) 
data. The file name and associated labels were stored in a data 
frame due to large size of datasets. The data frame was divided 
randomly to two different data frames which is 80% for training 
set and 20% for validation set. The data were rescaled by 
training image generator so that the value will be between 0 and 
1 (divided by 255 grayscale). The images were randomly 
rotated up to 20 degrees, zoomed up by 10%, the width and 
height were shifted by 10%, sheared up by 10% and some 
images were flipped horizontally. By using this method to edit 
the training images, the machine learning (ML) model were 
able to learn how to adapt to the deviations by the expected 
format. By using socio-demographic and mini-mental state 
exam (MMSE), the prediction accuracy result obtains by the 
GBM was 91.3% for dichotomous clinical dementia rating 
(CDR). While for ResNet-50, by using the image generation 
technique the accuracy obtains 98.99%. 

Based on the literature work done that were tabulated in 
Table I, it can been seen that recently these CNN architectures 
are widely used in the area of medical and plantation. However, 
as far as the author knowledge there is no work done in 
classifying flower images where the structure of the images 
were different from these work done. 

 
 

 

III. METHODOLOGY 
In this part, the whole process of this research starting from 

the beginning to the end will be explain. The process will start 
with the data collection and end with the CNN model’s 
development. 

A. Data Collection 
This research used datasets from MATLAB and Kaggle to 

develop the CNN models. The datasets that were used from 
MATLB and Kaggle is flowers dataset. The datasets have five 
types of flower which is daisy, dandelion, rose, sunflower and 
tulip. Based on the past researcher [39], it will be difficult to 
train the CNN model by using a dataset that only has 1,440 
examples. Therefore, the total of images that were used to 
develop the model in this research is 3,898.  

The datasets were separated into two sets which is training 
and validation. The training set used 70% of the pictures while 
the remaining 30% used for validation. The first layer of each 
CNN models explains the input size.  

Every types of CNN model can only develop RGB (Red, 
Green and Blue) pictures according to the CNN input picture 
requirement. By using the augmentedImageDatastore the input 
pictures will be resized and change grayscale picture to RGB. 
Besides that, overfitting and learning the precise features of the 
training pictures can be avoided by using the data 
augmentation.  

A few layers in CNN that are appropriate for picture 
characteristic abstraction. The beginning layers of the network 
will capture simple picture characteristic which is blobs and 
edges. By using transfer learning, the number of epochs to be 
trained does not have to be numerous.  
 

B. Model Development 
The pictures of 5 types of the flower were load in image 

datastore. By using the function of imageDatastore the images 
were automatically label based on the folder name where the 
images were stored. The data in image datastore were divided 
into two categories which is training and validation. 

This study used 2 methods of how the images were divided 
for training and validation. The first method was the first 70% 

TABLE I 
SUMMARY OF RELATED WORK 

Ref. Architecture Dataset Year 

[35] 

AlexNet, VGG-
19, GoogleNet, 

ResNet-50, 
ResNet-101 snd 

Inception-v3 

Sugar beet and 
volunteer potato 2018 

[36] SVM (Support 
Vector Machine) 

Broen Spot, 
Bacterial Leaf 
Blightand and 

False Smut 

2019 

[37] AlexNet Breast cancer 2018 

[38] ResNet-50 Alzheimer’s 
Disease 2019 
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of the images were selected as training data sets, while the 
remaining 30% were used as the validation data sets. The 
second method was using the randomized function which will 
select 70% of the images randomly for the training data sets and 
the remaining were used as the validation data sets. 

Next, the pre-trained CNN model which is AlexNet, 
GoogleNet and ResNet-50 were loaded. The images that were 
store in image datastore have different sizes thus, by using the 
augmented image datastore function the training images were 
automatically resized.  

The three models of CNN used the Stochastic Gradient 
Descent with Momentum (sgdm) as enhancer with two sets of 
parameters. The first set is used fixed epoch at 30 and various 
learning rate such as 0.00005, 0.0005, 0.0001 and 0.001. The 
second set is by using a fixed learning rate which is at 0.0001 
and the different sets of epochs at 10, 20 and 30. The parameter 
used for both of the sets was based on past researcher which is 
[34], [35] and [40].   

The learning process occurs in the transfer layers. After the 
parameter was set for the CNN model, the training and 
validation data were loaded into the network. After the network 
was done trained, the validate images were classified and the 
network accuracy were calculated. 

IV. RESULT AND DISCUSSION 
This part will discuss the result that were obtain by AlexNet, 

GoogleNet and ResNet-50. In this study, the research is carried 
out on five various flower datasets which obtain from 
MATLAB and Kaggle database. Every type of flower was split 
into two groups, training and validation datasets. There were 
two methods datasets selection. The first method where the first 
70% of the first flower for every category were selected as the 
training data, while the remaining images used to validate. The 
second method, 70% of all type of flower used as training data 
while the remaining were used as validation data.   

  

A. Images selection by using the first 70% of the images 

 
Based on the previous section, it already explains and justifies 

the value of parameters that have been used in this research. The 
learning rate determines the learning development of the CNN 
models while the number of epochs is the full teaching pattern 
over the whole training datasets.  

It can be seen from the data in Table II that the outcome by 
using the first set of parameters shows that GoogleNet obtains 
the highest accuracy of 99.74% and 99.82% when the value of 
learning rate is 0.0005 and 0.001. Now turn to ResNet-50 model 
that acquire the most accurate classification with 98.80% at 
0.0001 learning rate, while at learning rate 0.00005 AlexNet 
gain the highest accuracy of 97.36%. 

 

 
From Table III, it Illustrates the breakdown of accuracy 

obtained by the three CNN models by using the second set of 
parameters. The parameter used is the learning rate is fixed at 
0.0001 while the number of epochs set to 10, 20 and 30. Based 
on Table 2, the GoogleNet model achieves the highest accuracy 
which is 94.66% at epoch number is 10. Next, The ResNet-50 
attain the highest accuracy at the number of epochs at 20 and 
30 with the accuracy of 98.60% and 98.80%. 

B. Images selection by using randomized method 
This method using the same parameter value as the previous 

image selection method. All of the models using the sgdm as 
enhancer with two sets of parameters. The parameter used in 
this method also based on past researchers which is same as the 
previous image selection technique.  

 

 The first set of parameters used is the number of epochs is 
fixed at 30 while the learning rate is set to several value starting 
from 0.001 and end at 0.00005. As shown in Table IV, AlexNet 
attains the highest accuracy with 99.74% at 0.001 learning rate. 
Next, the highest accuracy gains by the ResNet-50 is 98.54% 
and 99.2% at 0.0001 and 0.0005 learning rate. Lastly, 
GoogleNet achieves the highest accuracy with 97.66% at 
0.00005 learning rate. 

 

 
Now turn to the outcome obtained in Table V that gain by the 

three models by using the parameter of fixed learning rate at 
0.0001 while the number of epochs is increment by 10 and the 
starting value is 10. It can be seen that when the number of 
epochs set to 10, the highest accuracy gained is 94.92% by the 
GoogleNet model. Next, by setting the number of the epoch at 
20, the highest accuracy attained is 98.50% by the AlexNet. 
Lastly, the ResNet-50 model achieves the highest accuracy with 
98.54% at the number of the epoch is 30. 

To summaries the result gained in Table II and IV, the 
performance was affected by the number of epochs which 

TABLE II 
VALUE OF ACCURACY (%) OBTAIN USING THE FIRST SET OF PARAMETERS 

CNN 
Model 

Learning Rate 
0.001 0.0001 0.0005 0.00005 

AlexNet 99.50 98.40 99.54 97.36 
GoogleNet 99.74 96.84 99.82 94.64 
ResNet-50 99.42 98.80 99.58 97.30 

 

TABLE III 
VALUE OF ACCURACY (%) OBTAIN USING THE SECOND SET OF PARAMETERS 

CNN Model 
No. of Epoch 

10 20 30 
AlexNeet 93.96 98.02 98.40 
GoogleNet 94.66 98.16 96.84 
ResNet-50 94.46 98.60 98.80 
 

TABLE IV 
VALUE OF ACCURACY (%) OBTAIN USING THE FIRST SET OF PARAMETERS 

CNN 
Model 

Learning Rate 
0.001 0.0001 0.0005 0.00005 

AlexNet 99.74 97.44 99.78 97.26 
GoogleNet 99.62 97.56 99.70 97.66 
ResNet-50 99.52 98.54 99.82 97.16 

 

TABLE V 
VALUE OF ACCURACY (%) OBTAIN USING THE SECOND SET OF PARAMETERS 

CNN Model 
No. of Epoch 

10 20 30 
AlexNeet 94.88 98.50 97.44 
GoogleNet 94.92 97.56 97.56 
ResNet-50 94.02 96.16 98.54 
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depend on the CNN architecture. A few of shallow  networks 
(consist only one hidden layer) [41] such as AlexNet, VGG-16 
or ResNet-34 [42] only needed a small value of epochs to 
achieve the highest accuracy. Meanwhile, the deeper and more 
complex network like Inception-v3 and ResNet-101 [43] 
required a very large number of epochs. 

C. Influences of the learning rate

 
This part examines the significant parameter such as the 

number of epochs and learning rate. The proficiency of the 
CNN model can be affected by the values of learning rate. If the 
learning process were sped up due to the high value of learning 
rate which will boost the learning performance loss. 
Meanwhile, small learning rate values leads to the loss function 
to reduce gradually. To lessen the loss function for the 
categorization problem, it is essential to choose the ideal 
learning rate values. In this research, the CNN models were 
trained with the value of learning rate at 0.001, 0.0001, 0.0005 
and 0.00005. Based on the Figure 1, by using the first 70% 
image selection method, the best classification accuracy attains 
when the learning rate value at 0.0005.    

 

 Next, by using the randomized images selection method 
operating at the same learning rate values as the previous 
method. The learning rate values that were used is 0.001, 
0.0001, 0.0005 and 0.00005. It can be seen in Figure 2, the 
greatest categorization accuracy achieves when the learning 
rate at 0.0005.  

 

D. Influence of the number of epochs

 
The optimal value of the epochs number was determined 

concerning categorization accuracy. The three of the CNN 
models were trained with the number of epochs start from 10 to 
30. Firstly, let’s take a look at the result obtained when the 
datasets were trained using the first 70% of images selection 
method with a various value of epochs. As can be seen in Figure 
3, the categorization accuracy growth rapidly from epoch 10 to 
20 but slightly increase from epoch 20 to 30. This shows that 
by increasing the number of epochs it will increase the 
accuracy.  

 
 

By operating at the same epochs value as the previous 
method, the randomized images selection method undergoes 

 
Fig. 1. Variation of accuracy with learning rate using the images selection via 

the first 70% method. 
 

 
Fig. 2. Variation of accuracy with learning rate using the images selection via 

the randomized method. 
 

 
Fig. 3. Variation of accuracy with epoch using the images selection via the 

first 70% method. 
 

 
Fig. 4. Variation of accuracy with epoch using the images selection via the 

randomized method. 
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the epochs value start from 10 and end with 30. The outcome 
shown in Figure 4 indicates that the highest accuracy obtains 
when the number of epochs was set at 30 

V. CONCLUSION 

Finally, it may be concluded that the result of this study showed 
that the optimal parameter configuration is by setting the 
number of the epoch at 30 while the learning rate set at 0.0005 
to obtain the highest accuracy. The CNN model that 
consistently obtain the highest accuracy was the ResNet-50. 
ResNet-50 obtains the highest accuracy by using the optimal 
parameter configuration. Thus, the most appropriate 
architecture to use for our research in agriculture is ResNet-50 
with. In future, this work can be improved more by doing some 
modification to the CNN models so that the image classification 
will be more precise. 
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