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Abstract—Open-source deep learning tools has been distributed
numerously and has gain popularity in the past decades. Training
a large dataset in a deep neural network is a process which
consumes a large amount of time. Recently, the knowledge of deep
learning has been expand with introducing the integration
between neural network and the use of graphical processing unit
(GPU) which was formerly and commonly known to be used with
a central processing unit (CPU). This has been one of the big leap
forward in deep learning as it increases the speed of computing
from weeks to hours. This paper aims to study the various state-
of-the-art GPU in deep learning which included Matrix
Laboratory (MATLAB) with Caffe network. The benchmark of
the performance is run on three latest series of GPU platforms as
of year 2017 by implementing Faster Region-based Convolutional
Neural Network (R-CNN) method. Different parameters are
varied to analyze the performance of mean average precision
(mAP) on these different GPU platforms. The best result obtained
in this paper is 60.3% of mMAP using the GTX 1080.

Index Terms—Caffe, Convolutional Neural Network, Deep
Learning, GPU, MATLAB, Mean Average Precision

I. INTRODUCTION

N the past few years deep learning has becoming well-known

in areas such as computer vision, object localization and
image annotation. This is because of its ability to input data is
high representation in neural network including Fully
connected neural networks (FCNs), AlexNet, Residential
network (ResNet) and Long Short Term Memory (LSTM)
networks [1]. One of the main contribution in neural network is
the GPUs which has reduce the training time of the network
significantly as there are many cores and high floating
performance in the GPU compared to the CPU. The second
contribution is the Compute Unified Device Architecture
(CUDA) technology which was proposed by NVIDIA
Corporation which open a new opportunity for GPU computing
in 2007 and has been developing throughout the years in
computing resource [2]. CUDA programming model enables
integration between high parallel device kernel C codes with
serial host C codes. The third contribution is the
implementation of Caffe network and MATLAB interface.
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Caffe is a framework that is modifiable for deep learning which
was written in C++ with MATLAB and Python interface for
training convolutional neural networks [3].

The GeForce GTX 10 series that are used for benchmarking
are GTX 1060 (3GB), GTX 1070 and GTX 1080. These GPUs
are based on Pascal microarchitecture and were released in
2016 which succeeds the GeForce 900 series that are based on
Maxwell microarchitecture. The GPUs support CUDA
compute capability of version 8.0 as of 2017. The size of video
memory of GTX 1060 (3GB) is 3GB whereas GTX 1070 and
GTX 1080 have 8GB individually. This is important as larger
memory can accumulate more number of datasets and bigger
resolution of pictures which outputs a better precision.

Besides that the Faster R-CNN, one of most well-known
method which integrates R-CNN with Region Proposal
Network (RPN) and hence the name. This method has proved
better mAP on object localization which was tested on several
datasets including PASCAL Visual Object Classes (VOC)
2007, PASCAL VOC 2012 and Microsoft COCO. The results
give mAP of range in 60% to 80% [4].

Having a GPU is very important when training deep neural
network as rapid gain in practical is one of the key to build
expertise and to solve new problems. This benchmarking results
obtained in this paper can serve as a guide for end users to select
the best GPU for deep learning.

Throughout this paper, the benchmarking done on these
GPUs is by using PASCAL VOC 2007 which consists of about
5000 training images and 5000 testing images with 20 object
categories. This paper is arranged as follows: Section I is the
introduction of this paper. Section Il explains the works related
in this paper. After that, Section I11 explains the implementation
of GeForce GTX 10 Series. Section IV shows the results and
discussions obtained. Lastly, Section V concludes this paper.

Il. RELATED WORKS

A. Caffe

Caffe framework was designed to provide a complete set of
toolkits with deployed models [3]. These are numbers of
highlights of the importance of Caffe:

1. Test Coverage — Caffe will test all new codes in a single
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module to be accepted into a project.

2.Pre-trained models — ImageNet and R-CNN reference
models are provided by Caffe with variations.

3.MATLAB and Python bindings — Caffe networks can be
constructed in these languages for classifying inputs. Caffe
is better known to be constructed using Python language.

4. Modularity — Caffe allows extension to be easy for new
network layers, data formats and loss functions.

5. Separation of implementation and representation — Caffe is
written as configuration files by using the Protocol Buffer
programming language.

Fig. 1 below shows one of the application that uses Caffe
framework which is the R-CNN which was later updated to
Faster R-CNN. R-CNN combines bottom-up region-based
proposals with features computed by CNN. Initially, R-CNN
computes the extracted proposals from the input image using
selective search technique and pass the proposals to CNN for
classification.

R-CNN: Regions with CNN features
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Fig. 1. Flow of R-CNN System that implements Caffe [3, 5]

B. CUDA Technology

CNN is one of the most intensive computation task as it
demands a large amount of memory storage and computational
power. CUDA is implemented to optimize usage of
heterogeneous computation resources (CPU-GPU) and reduce
time for classification. Fig. 2 shows matrix multiplication based
convolution (ConvMM) with the implementation of CUDA
with MATLAB interface and other frameworks to import
trained parameters for identical classifier.
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Fig. 2. Block Diagram of a Simple Trained Network involving CUDA [6]

CUDA helps optimizing ConvMM layer by parallelizing
transformation step and eliminate excessive data transfers on

GPU. The excessive data in the memory is removed due to
avoid over-allocated as this can reduce the amount of Random
Access Memory (RAM) which lead to reduction of the
performance of the computation.

C. Faster R-CNN

The development of Faster R-CNN begins Deep ConvNet,
updated to R-CNN, Fast R-CNN and the current version as of
2017, Faster R-CNN which was initially developed by Ross
Girshick [4]. This method combines Caffe together with
SelectiveSearch and EdgeBoxes techniques to perform object
localization and recognition effectively [7, 8]. Fig. 3 displays
the overview of Faster R-CNN which implements RPN to form
a unified network for detecting objects. This integration
between the two networks succeeded the previous version as
RPN helps Fast R-CNN by proposing a region so that the
system can detect objects easier. Moreover, RPN shares the
convolutional computations which reduces the cost of fully
connected layers.
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Fig. 3. Faster R-CNN network with RPN module [4]

D. PASCAL VOC 2007 Datasets

PASCAL VOC is a benchmarking for visual object detection
and recognition by providing the standard dataset of images
with its annotations [9]. Zeiler and Fergus (ZF) network which
has three fully connected layers and five convolutional layers is
used to help train the network and primarily evaluate the mAP
for object detection [10].

Below is the categories used to recognize multiple objects in
a single image from the datasets:

1. Airplane. 2. Bike. 3. Bird. 4. Boat.
5. Bottle. 6. Bus. 7. Car. 8. Cat.

9. Chair. 10. Cow. 11.Dog. 12.Horse.
13. Mobile. 14. Person. 15.Plant.  16. Sheep.
17. Sofa. 18. Table. 19.TV. 20. Train.
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I1l. IMPLEMENTATION OF GEFORCE GTX 10 SERIES

This paper introduces the benchmarking of the current GPUs
to Faster R-CNN with the current CUDA version 8.0. GPU
platform gain a better efficiency than CPU even with a 16 cores
of CPU [11]. This is because GPU memory has a better
computing efficiency as a GPU may has over a thousands of
cores while the current CPU has a maximum of 16 cores as
shown in Fig. 4. CUDA enables a pool of shared memory
between the GPU and the CPU which can be accessed by both
memories [12]. Therefore, data synchronization between both
memories after kernel execution is important.
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Fig. 7. An example of GTX 1060 Graphics Card [15]

Table | shows the comparisons between the three GPUs of
Pascal architecture. GTX 1080 has the overall highest
specifications followed by GTX 1070 and GTX 1060 (3GB). In
addition, GTX 1080 performs the best in most CNN due to its
overall higher throughput and rate of convergence. However, it
requires more power consumption and the cost is expensive
compared to the other two GPUs.

PASCAL VOC 2007 consist of 10000 images, 5000 used for
training images and another 5000 used for testing images. The
MAP obtained is the proportion of all 20 categories above the
Fig. 4 An illustration of Unified Memory [6] rank which are positive [9].
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Fig. 5 shows an example of a graphics card which is GTX
TABLE |

1080, one of the top tier graphics card in the market and highest SPECIFICATIONS OF GTX 1060 (3GB), GTX 1070 AND GTX 1080
computational power compared to GTX 1070 shown in Fig. 6 FUETT 1050 G65) 1070 1080
and GTX 1060 (3GB) shown in Fig. 7. Streaming Multiprocessors 9 15 20
CUDA Cores 1152 1920 2560
Base Clock (MHz) 1506 1506 1607
GPU Boost Clock (MHz) 1708 1683 1733
Processing Power (GFLOPS) 3935 6463 8873
Texture Units 72 120 160
Texel fill-rate (Gigatexels/sec) 108.4 180.7 2773
Memory Clock (MHz) 8000 8000 10000
Memory Bandwidth (GB/sec) 192 256 320
Render Output Unit 48 64 64
L2 Cache Size (KB) 1536 2048 2048
Thermal Design Power (Watts) 120 150 180
Transistors (billion) 44 7.2 7.2
Fig. 5. An example of GTX 1080 Graphics Card [13] Die Size (mm?) 200 314 314

Manufacturing Process (nm) 16 16 16
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IV. RESULTS AND DISCUSSIONS

The results of benchmarking between the GPUs is
experimented by observing the mAP. The mAP is influenced
by tweaking three parameters in the system. The three
parameters are the minimum batch size of the samples, the
maximum pixel size of input images and the image scales (short
edge of input images).

Table 11 shows that the higher number of minimum batch size
slightly increases the mAP. Since the GTX 1080 and GTX 1070
have 8GB video random access memory (VRAM), the
maximum pixel size set for both GPUs was 1000 pixels whereas
the GTX 1060 (3GB) has 3GB VRAM, hence the maximum
pixel size need to be reduced to 800 pixels but the image scales
of all GPUs are set to 600 pixels. The highest mAP obtained by
GTX 1080 is59.7%, GTX 1070 is 59.8% and GTX 1060 (3GB)
is 60.2%. The comparison in Fig. 8 shows that the mAP
between the three GPUs are not very apart in this parameter.

On the other hand, Table 111 shows the results of maximum
pixel size on the GPUs. The higher resolution of this parameter
also slightly increases the mAP. The GTX 1080 and GTX 1070
both can accumulate of 950 pixels of images and more as
recorded while GTX 1060 (3GB) is 750 pixels which will
decrease its performance of the mAP but all the GPUs support
a minimum batch size of 128 and image scales of 600 pixels.
The highest mAP obtained by GTX 1080 is 60.3%, GTX 1070
is 59.8% and GTX 1060 (3GB) is 59.3%. GTX 1080 performs
a slight better than GTX 1070 and GTX 1060 (3GB). The
comparison in Fig. 9 shows that the GTX 1060 (3GB) does not
support images of the datasets more than 750 pixels size while
GTX 1080 and GTX 1070 could accumulate more pixels in
size.

Lastly, Table IV shows the results on the image scales. Image
scales is one of the most important parameter as increasing it
moderately increases the mAP of the system. In this
experiment, all the GPUs support the maximum pixel size of
1000 pixels and minimum batch size of 128. The highest mAP
obtained by GTX 1080 is 59.2%, GTX 1070 is 59.4% and GTX
1060 (3GB) is 58.1%. The GTX 1080 and GTX 1070 support a
scaling of images at 600 pixels as recorded in the first
experiment but the GTX 1060 (3GB) VRAM supports
maximum image scales of 500 pixels and below as shown in
Fig. 10 which decreases its performance compared to the other
two GPUs.

These results obtained by the GPUs are influenced by the
computational power of the GPUs. In the aspect of memory
clock speed, GTX 1080 is 10000MHz which is slightly faster

than the other two GPUs which is 8000MHz. Besides that, the
memory bandwidth of GTX 1080 is 320GB/sec, GTX 1070 is
256GB/sec and GTX 1060 (3GB) is 192GB/sec. GTX 1080 has
the fastest memory bandwidth.
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Fig. 8. Performance comparison of mini-batch size on GPU platforms
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Fig. 9. Performance comparison of maximum pixel size on GPU platforms
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Fig. 10. Performance comparison of image scales on GPU platforms

TABLE 111
RESULTS ON BENCHMARKING OF MINIMUM BATCH SIZE

Mini-batch Size

Category GTX 1080 GTX 1070 GTX 1060 (3GB)

64 80 9 112 128 64 80 9 112 128 64 80 9 112 128
mAP 583 501 595 507 597 587 502 588 597 598 584 584 592 594 602
Aero 653 633 658 651 657 625 655 637 645 644 631 638 636 633 652
Bike 713 717 695 736 705 702 686 699 693 706 698 688 702 723 743
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Bird 565 554 569 539 564 553 546 548 547 57.6 559 547 577 558 58.2
Boat 443 430 443 420 434 409 444 429 444 454 444 436 452 455 448
Bottle 280 300 308 315 623 312 297 307 321 3L7 283 303 339 311 334
Bus 667 668 690 668 692 655 659 666 681 653 667 640 660 655 67.3
Car 723 729 737 735 732 731 734 736 734 740 725 726 736 729 733
Cat 715 710 716 729 719 732 699 713 728 723 708 692 699 723 715
Chair 331 333 356 357 347 348 354 347 364 362 353 361 342 382 384
Cow 633 650 647 656 643 663 67.8 623 662 656 627 679 646 662 66.1
Table 587 621 626 644 624 634 631 618 6l4 6L4 622 595 619 626 62.2
Dog 636 67.6 67.6 684 675 649 651 656 669 699 661 660 67.6 650 68.2
Horse 750 767 760 790 755 753 788 771 768 786 745 765 765 757 77.9
Motorbike 684 67.5 67.8 663 669 67.7 69.6 681 698 697 669 67.8 679 686 66.9
Person 645 643 647 649 653 640 649 641 645 658 636 644 647 643 64.9
Plant 282 304 266 308 287 295 292 302 293 3L1 278 273 275 296 29.2
Sheep 568 503 604 587 599 564 617 57.0 594 585 57.5 571 57.1 604 582
Sofa 540 555 564 526 566 542 541 549 569 540 550 541 544 504 552
Train 690 688 688 699 712 720 686 712 697 691 702 687 700 712 69.9
v 558 57.7 574 592 592 535 540 564 574 554 543 562 580 557 584
TABLE 11111
RESULTS ON BENCHMARKING OF MAXIMUM PIXEL SIZE
Maximum Pixel Size

Category GTX 1080 GTX 1070 GTX 1060 (3GB)

750 800 850 900 950 750 800 850 900 950 550 600 650 700 750
mAP 501 596 599 600 603 589 596 601 508 598 542 562 571 584 593
Aero 626 646 634 649 666 644 648 637 654 644 561 501 619 636 627
Bike 687 705 734 698 717 707 723 731 739 704 661 697 689 716 716
Bird 566 567 583 581 558 583 560 578 553 575 503 523 553 57.6 57.6
Boat 305 475 426 440 460 433 405 414 456 425 406 402 387 438 446
Bottle 324 300 311 314 324 298 311 313 334 309 265 269 294 27.9 294
Bus 656 648 67.6 642 666 629 667 668 655 643 593 653 635 656 63.1
Car 740 735 737 736 737 733 725 735 741 744 700 722 719 734 740
Cat 712 701 734 727 748 708 722 715 709 729 607 651 677 703 69.0
Chair 357 368 359 359 364 344 351 366 360 380 332 328 329 340 355
Cow 646 660 67.0 664 659 651 672 67.2 649 640 59.7 624 638 650 66.0
Table 621 616 643 614 620 595 616 628 618 625 583 588 567 616 60.7
Dog 678 682 67.6 678 685 67.7 691 695 675 677 601 613 656 662 685
Horse 764 784 766 775 781 748 772 775 775 788 731 740 756 758 765
Motorbike 69.7 685 707 695 705 67.7 688 683 683 67.0 602 646 665 691 68.6
Person 650 646 645 646 648 645 645 650 649 651 623 631 648 639 647
Plant 209 208 312 305 310 292 305 329 296 308 258 206 283 303 20.9
Sheep 576 584 586 593 586 57.5 57.4 595 576 569 557 584 567 583 58.7
Sofa 542 553 529 588 561 552 551 57.5 550 554 471 488 508 474 565
Train 712 693 695 718 699 731 709 704 703 718 631 67.8 677 692 713
v 580 564 563 584 573 551 57.8 555 580 603 552 517 548 539 580
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TABLE IV
RESULTS ON BENCHMARKING OF IMAGE SCALES
Image Scales
Category GTX 1080 GTX 1070 GTX 1060 (3GB)
350 400 450 500 550 350 400 450 500 550 300 350 400 450 500
mAP 50.3 545 569 585 592 50.7 538 574 587 594 459 498 543 563 581
Aero 522 587 600 633 626 562 552 605 639 642 504 536 560 619 653
Bike 619 659 685 718 716 628 662 700 710 728 536 593 660 69.7 70.6
Bird 476 515 551 537 554 448 486 546 561 563 387 456 535 554 526
Boat 333 404 408 428 430 344 370 397 441 441 312 313 378 381 413
Bottle 259 275 289 293 291 260 262 292 300 293 243 257 281 283 311
Bus 542 601 631 633 653 578 59.7 657 621 649 489 554 583 618 63.4
Car 680 707 718 736 737 672 716 716 735 739 629 677 707 722 727
Cat 549 623 653 715 711 547 632 680 691 700 480 541 610 675 684
Chair 295 314 339 343 350 279 315 348 343 370 276 282 322 333 340
Cow 572 635 648 667 650 563 634 661 654 650 532 576 637 604 63.3
Table 51.8 56.0 599 598 626 515 546 60.6 602 622 430 541 577 583 637
Dog 50.6 555 621 642 662 499 591 622 680 663 435 443 576 625 649
Horse 65.7 742 754 753 766 695 727 737 755 779 660 661 716 750 755
Motorbike 59.1 61.1 66.8 66.4 693 587 625 659 682 670 553 617 637 665 668
Person 59.3 62.9 637 645 645 594 616 634 644 645 561 596 619 635 641
Plant 252 276 285 297 333 246 277 287 301 317 222 239 243 270 282
Sheep 557 53.6 547 597 569 532 538 595 591 600 514 544 567 556 57.3
Sofa 404 468 501 526 580 454 443 504 530 542 387 420 466 502 532
Train 61.4 671 687 700 703 633 642 688 687 697 551 621 657 67.3 680
v 511 540 555 577 551 505 523 540 579 564 473 495 528 521 581
TABLEV many sample of datasets with high resolution of images and
RECOMMENDED GPU FOR DEEP LEARNING memory bandwidth to speed up the performance. In spite of
GTX 1080 GTX 1070 GTX 1060 . . .
(3GB) that, the cost for a higher performance GPU is very expensive
Cost Expensive Medium Cheap so it is best to find an efficient but cheap GPU in the market.
Efficiency  High Medium LOW" Therefore, the recommended GPUs for Deep Learning are GTX
DY e Medium sma 1080 and GTX 1070 as shown in Table V.
Overall Recommended Another Not
Best (By for Deep recommended recommended ACKNOWLEDGMENT
small Learning but for Deep since it does not .
margin) expensive in Learning and work with big I would like to acknowledge PASCAL VOC 2007 for
price cost efficient datasets providing the datasets for open-source use. | also would like to

V. CONCLUSION

In conclusion, the presented benchmarking performance of
these GPUs with the three parameters could achieve the highest
mAP of 60% in average on PASCAL VOC 2007 dataset. Using
a higher performance GPU such as the GT X 1080 could achieve
a better mAP in average if the best parameters are set up due to
its specifications. This is because one of the most important
factor that is required in a GPU is its memory size to accumulate
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