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Artificial neural networks (ANN) are known to be increasingly popular and 

used in several engineering applications, such as in the civil engineering 

field. In this study, this method was used to develop an optimal model to 

predict the shear strength of concrete using the experimental data sets. All 

the data sets were trained and tested using ANN to obtain the prediction of 

the shear strength of concrete material. The model ANN was trained and 

tested using test data sets obtained from 51 concrete mixes from previous 

experimental data sets. 33 (65%) concrete mixes data sets were chosen 

randomly and used as input for training. The remaining 18 (35%) mixes data 

were divided equally into testing and validation data sets. Feed-forward 

backpropagation was chosen for the neural network design and Levenberg-

Marquardt was used as the learning algorithm. An S-shaped sigmoid 

function was used to predict the probability as output between the range 0 to 

1. Ten different types of architecture networks with different types of 

structures and neurons number were used to obtain the best model. The 

optimal ANN architecture (33-10-1) was found to have the highest 

correlation coefficient (R) of 0.99888 and the lowest mean square error 

(MSE) 0.00085. The shear strength based on the ANN model perfectly 

matched the values of the experimental data sets. 

Keywords: optimal network, shear strength, artificial neural network, prediction 

model, activation function  

1. INTRODUCTION   

In today's construction industry, concrete is the most commonly used composite building 

material. Given rapid economic growth and urbanization, the use of concrete materials is 

increasing due to the accessibility of its various components, flexibility, durability, and 

suitability [1]. The concrete matrix is composed of chemically inert materials such as fine and 

coarse aggregates, and the binder, usually cement, serves as an adhesive that holds the concrete 

matrix together when mixed with water. The shear strength behavior and strength of structural 

members in design are of critical importance in structural design. There are numerous ways in 

which concrete components can fail. Due to the brittle nature of concrete structures, shear 

failure is one of the most common and worst failure modes [2]. 

Shear structural problems in concrete structures are much riskier than flexural structures 

because shear failures can occur without notice and without the ability to redistribute internal 

forces. The shear strength of concrete is known as its ability to resist a force that would cause 

one member to slide over another on the internal plane without failing. Each concrete element 

affects the properties of the concrete and must be controlled in terms of composition and 
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quantity if the result is to be consistent, workable, and of adequate strength. According to [3], 

the proportion of concrete mix is the amount of material required in the production of concrete 

for a specific purpose. To obtain more accurate data and to evaluate the shear strength of 

concrete, shear strength results must be numerous and comparable with one another.  

Many tests and research approaches have been developed to estimate the strength of a particular 

mix ratio more quickly. To predict the strength of concrete, various machine learning 

algorithms are used. According to [4], machine learning is the study of how machines can be 

used to mimic human learning activities, learn new information and skills, and recognize 

existing knowledge. It can be seen in [5] where he has conducted a study to formulate the shear 

strength of reinforced concrete shear walls by artificial intelligence-based algorithms such as 

Artificial Neural Networks (ANN), Neural Network-Based Group Method of Data Handling 

(GMDH-NN), and Genetic Algorithms (GEP). Meanwhile, [6-8] uses machine learning 

algorithms in ANN modeling to predict the shear strength of the deep beam, reinforced 

concrete, and fibre reinforcement bar concrete beams. Besides that [9] has applied Bayesian 

learning to train a multi layer perceptron network on an experimental test on Reinforced 

Concrete (RC) beams without stirrups failing in shear. [10] in his work was using bat-algorithm-

based Artificial Neural Network to predict the shear strength of Fibre Reinforced Polymer 

concrete. 

Machine learning approaches have been successfully employed to model the highly non-linear 

shear resistance in steel fiber reinforced concrete (SFRC) beams. In this regard, Nonlinear 

Regression Algorithm (NRA), Surface Response Methodology (SRM), and the artificial neural 

network (ANN) were recently applied to predict the shear resistance concrete structure. NRA 

is considered an important tool that can model the complex process in various engineering 

disciplines. However, the proposed model predicting shear resistance based on NRA is less 

accurate than the ANN.  

Artificial intelligence is used to study the mechanical properties of concrete mix, including 

shear strength, compressive strength, and tensile strength [1]. Some studies anticipate the 

mechanical properties of concrete mixes, such as compressive strength, but now researchers 

have conducted  studies on the shear strength of concrete based on the concrete mix. For this 

study, the artificial neural network model (ANN) was used to obtain a more suitable and more 

convenient method to predict the shear strength of concrete material. A variety of civil 

engineering, geotechnical, and management problems have been effectively implemented by 

various studies [11]. The shear strength of concrete as output is calculated by the model ANN 

by inputting the mixed proportions of concrete materials into the computer.  

The objective of this  study is to determine the optimum model of ANN by finding the highest 

value of correlation coefficient R and the lowest mean square error (MSE). The best model of 

ANN to predict the exact value of shear strength by varying the output is also investigated. 

2  MATERIALS AND METHODS  

2.1 Artificial Neural Network (ANN) 

ANN is an artificial intelligence technology that is widely used to model complicated systems 

that are difficult to represent using traditional modeling approaches such as mathematical 
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modeling. According to [12], neural networks were inspired by the biological neural networks 

that make up the brain, which is highly nonlinear and complex. It can arrange its structural 

components (neurons) in such a way that it can perform certain computations (such as motor 

perception and control) much faster than today's fastest digital computers. 

Neural networks replicate the biological network of the central nervous system of nerve cells 

(neurons). Artificial neurons, sometimes called units or nodes, require many input connections 

with a specific weighting. This unit determines the number of weighted inputs and the activation 

function applied. The output is sent through the output connection [1]. 

The input layer, one or more hidden layers, and the output layer are the three layers of neurons 

that make up an ANN. Weight, transport function, and bias connect all hidden layers, but there 

is no connection between nodes on the same layer.  

Typically, neural networks are adapted or trained to produce specific target outputs in response 

to specific inputs. The network is modified in response to the output and target comparison until 

the network output matches the target. To continue the group training of the network, the 

weights and biases are changed depending on the total set (batch) of input vectors. After each 

input vector is displayed, further training is required to adjust the weights and bias of the 

network. 

Neurons in the hidden layer, as shown in Figure 1, are connected by network weights, w, and 

bias, b with the previous and subsequent layers. There are two main architectures of the neural 

network: forward and backpropagation.  

Figure 1: Artificial Neuron Model [2]. 

Feed Forward Neural Networks is the type of neural networks information that flows in only 

one direction for example from the input layer to the output layer. When the weights are once 

decided, they are not usually changed. One either explicitly decides weights or uses functions 

like Radial Basis Function to decide weights. The nodes here do their job without being aware 

whether the results produced are accurate or not, for example they do not re-adjust according 

to the result produced. There is no communication back from the layers ahead.    

Whereas Back-Propagation Neural Network is where the information passes from the input 

layer to the output layer to produce a result. Error in the result is then communicated back to 

previous layers. Nodes get to know how much they contributed to the answer being wrong. 

Weights are re-adjusted then the neural network is improved and it learns. There is a bi-
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directional flow of information. This has both algorithms implemented, feed-forward and back-

propagation. 

ANN training could be supervised or unsupervised [13]. Multilayer feed-forward is used for 

backpropagation in engineering applications. The network input is connected to the first hidden 

layer of each neuron whereas the last hidden layer of the network input. Calculation of the 

output of neuron: 

y =f(∑(i1 * w1)+b)    (1) 

where y is the neuron output, i is the previous layer neuron input, w is the neuron weight, b is 

the bias threshold modeling and f is the activation function [13].  

The activation function is a function in neural networks that defines the output activity of 

neurons. The common activation function of a backpropagation neural network such as logsig, 

tansig and purelin are shown in Figure 2. 

Figure 2: Different Types of Transfer Functions used in    ANN [14] 

2.2 Development of ANN Model 

This study collected all the data from previous experiments from 16 different authors [15-30] 

and stored it in the MATLAB workspace as input data sets. The neural network model was 

developed using MATLAB (R2020a). The selection of the most appropriate network topology, 

the number of hidden layers, and the number of neurons in each hidden layer were determined 

by trial and error.  

The network architecture in this study was designed by using one hidden layer, two hidden 

layers, and networks with various activation functions. The topology of the concrete mix design 

model was determined by trial and error. Figure 3 illustrates the example architecture of the 

model for solid concrete. The concrete property models created include three layers: an input 

layer with thirty-three neurons, a hidden layer with ten neurons (Figure 3(a)) and two hidden 

layers with five neurons and four neurons in hidden layer 1 and hidden layer 2, and an output 

layer with one neuron (Figure 3(b)).  

The type feedforward neural network (FNN) or  Feed-forward backpropagation was chosen for 

the neural network design. To improve the network prediction performance, neural network 

architectures of 33-10-1 and 33-5- 4-1 were chosen by using a multilayer feed-forward 

backpropagation network. The selection of the proposed ANN architecture was mainly 

𝑦 = 𝑡𝑎𝑛𝑠𝑖𝑔(𝑥) =  
2

1 + 𝑒−2𝑥
− 1 𝑦 = 𝑝𝑢𝑟𝑒𝑙𝑖𝑛(𝑥) = 𝑥 𝑦 =  𝑙𝑜𝑔𝑠𝑖𝑔(𝑥) =  

1

1 + 𝑒−𝑥
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performed based on a trial-and-error approach, whereby the number of hidden layers and its 

neuron number were chosen and its training performance was monitored by the mean square 

error during the training phase using the Levenberg-Marquart algorithm. 

 

 

Figure 3: Schematic of the ANN Structur 

2.3 Experimental Datasets Acquisition 

One of the most important components for the successful execution of an ANN model is the 

data sets that are essential for ANN model learning. As mentioned earlier, ANN models are 

trained using data collected in previous experimental tests. A total of 51 experimental data sets 

with a total of 33 input nodes were used as input variables with a size of (51 x 1) to predict the 

shear strength of concrete as an output variable as listed in Table 1. The parameters of the data 

started with the minimum value and ended with the maximum value. 

Table 1: Ranges of Parameters for Datasets 

Parameter   Unit Min Max 

Water, W (kg/m3) 25.6 387 

Cement, C (kg/m3) 0 480 

Fine Aggregates, FA (kg/m3) 0 1021.9

0 

Coarse Aggregates, CA (kg/m3) 0 1816 

Recycled Aggregates, 

RA 

(kg/m3) 0 985 

GGBS (kg/m3) 0 1004 

AE (kg/m3) 0 0.62 

HRWR (kg/m3) 0 6.10 

Super Plasticizer, SP (kg/m3) 0 3.33 

Fiber, F (kg/m3) 0 234 

Parameter   Unit Min Max 

Fly Ash, FAsh (kg/m3) 0 727 

Sodium Hydroxide, SH (kg/m3) 0 41 

Sodium Silicate, SC (kg/m3) 0 171 

Glenium, G (kg/m3) 0 1.75 

Rheomac, R (kg/m3) 0 2.34 

Water Reducer, WR (kg/m3) 0 4.64 

Admixture, A (kg/m3) 0 30 

Coal Ash, CAsh (kg/m3) 0 70 

Binder GGBFS, 

BGGBFS 

(kg/m3) 0 680 

Binder Fine Quartz, (kg/m3) 0 120 

b) Structure 33-5-4-1 a) Structure 33-10-1 
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Parameter   Unit Min Max 

BFQ 

Slag Sand, SS (kg/m3) 0 511 

Quartz Sand, QS (kg/m3) 0 171 

EAF Slag Coarse, EAF (kg/m3) 0 489 

NaOH Flakes, NaOH (kg/m3) 0 40 

Sodium Phosphate, SP (kg/m3) 0 8 

SAP (kg/m3) 0 4.464 

Internal Curing, IC (kg/m3) 0 111.6 

Parameter   Unit Min Max 

Limestone Filler, LF (kg/m3) 0 88 

Gypsum, GM (kg/m3) 0 9 

Calcium Hydroxide, CH (kg/m3) 0 23 

No. of Rebar, RC  0 10 

Size of Rebar, D (mm) 0 10 

Experimental Shear 

Strength, VC 

(MPa) 0.82 12.5 

2.4 Determine the Lowest MSE 

The experimental data sets were randomly chosen and divided into three subgroups: training 

set, test set, and validation set. With the number of data available, the data then were divided 

about 65% into training data sets and the remaining 35% were divided equally into test and 

validation data sets as suggested [31-34]. TRAINLM or Levenberg-Marquardt 

backpropagation, is the learning function used in this work to make the training faster with a 

higher performance [35,36]. In construction, backpropagation is highly recommended, 

extremely fast, has a large memory compared to other training functions, and is the most 

successful and widely used method. Backpropagation algorithms are supervised learning 

algorithms. In this study, an S-shaped sigmoid function was selected due to the capability of 

this function to predict the probability as output between the range 0 to 1 [37-39]. The data also 

has been normalized to (-1,1). 

After the network training is complete, the results are compared to find the optimal ANN model. 

The performance metrics to measure the optimality were based on the correlation coefficient R, 

mean square error (MSE). In addition, when training the neural networks at hand, the MSE was 

used to evaluate the network performance. The better the prediction, the closer the MSE value 

is to zero [40].  

𝑀𝑆𝐸 =  
∑ ∑ (𝑦𝑖𝑗 − 𝑡𝑖𝑗)2𝑚

𝑗=1
𝑛
𝑖−1

𝑛
 

(2) 

Equation (2) is used to define MSE,  where n is the number of patterns in the validation set, m 

is the number of components in the output vector, y is the output of a single neuron, j, vector, i 

denotes each input pattern. 

3. RESULT AND DISCUSSION 

3.1 Determining the Optimal network 

The results of each training session were recorded, and performance was evaluated and 

compared using R values and MSE. To achieve effective and acceptable applicability of the 

model, an optimal ANN with the lowest MSE value and R values were created and re-trained. 

10 different types of network architectures were used to obtain the best model. Six models 

consist of one hidden layer and four models consist of two hidden layers. The number of 

neurons in each network was randomly selected. To obtain the optimal architecture, a different 

number of hidden layers and neurons were examined for each layer.  



ESTEEM Academic Journal  

Vol. 18, March 2022, 36-47  

 

  

 

p-ISSN 1675-7939; e-ISSN 2289-934 

©2022 Universiti Teknologi MARA Cawangan Pulau Pinang 

 

42 

 

Figure 4 shows iterations to determine the optimal architecture. The optimal architecture is 

represented by 33- 10-1, which means that the optimal number of hidden layers is 1 and the 

optimal number of hidden neurons representing the complexity of the network is 10, 33 in the 

first layer as the input layer and 1 in the third layer as the output layer with MSE and R about 

0.39474 and 0.99552 respectively. 

Table 2 shows the result obtained after applying different activation functions to model 33-10-

1. It can be seen that the results vary between the activation functions because the values of the 

weights between input and hidden layers, the weights between hidden and output layers, and 

the bias values in the hidden layer are chosen randomly. At epochs 3000, tansig-tansig gave the 

optimal value of correlation coefficient, R of 0.99687 and MSE 0.31822. While at epochs 2000, 

logsig-logsig gave optimal values of correlation coefficient R of 0.99856 and MSE of 0.14558. 

However, the best activation function was logsig-purelin with epochs 1000 and the optimal 

value of correlation coefficient, R of 0.99888 and MSE of 0.00085. This function was chosen 

because the optimal value of R is almost one and MSE is close to zero.  

Figure 4: Comparison between network Architecture Model. 

Table 2: Results obtained for ANN Models Performance 

 

 

 

 

Figure 5 shows the correlation between the predicted and actual shear strength data obtained 

with the 33-10-1 model. The model, when trained with the Logsig-Purelin activation function, 

achieved higher accuracy and precision concerning the targeted value of the result. This is an 

indication that there are no discrepancies between the present ideal line of agreement. All 

prediction methods have values that are close to each other at low shear strengths. The logsig-

purelin activation function proved to be the most suitable for the application of this study. The 

results show that the best correlation coefficient is 0.99888 for training, 0.99239 for testing, and 

0.99997 for validation. 

Activation 

Function 

 Evaluation Criteria  

Epochs Rtrain1 MSE RMSE 

tansig-tansig 3000 0.99687 0.31822 0.56411 

logsig-tansig 2000 0.99856 0.14558 0.38155 

logsig-purelin 1000 0.99888 0.00085 0.02915 
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Table 3 shows the summarized form of the results obtained to determine the predictive ability 

of the shear strength of the model ANN based on the experimental data sets. The model ANN 

with all 33 input variables and the architecture network model 33-10-1 is very close to the ideal 

model. This is because the total error from the test data sets is lower compared to the training 

values. 

Several features and parameters of the ANN model were changed and modified to obtain a 

prediction model with high accuracy and low error. Thus, it is possible to increase the number 

of neurons in the hidden layer and the number of neurons in each network model. When the 

number of neurons in the hidden layer and the number of epochs in each network model are 

changed, acceptable predictions of concrete shear strength are obtained. 

Figure 5: Scatter diagrams for Training, Testing and Validation Predicted Results 

 

 

 

 

 

Table 3: Statistical Analysis of the Model Performance 

ANN Architecture Model 33-10-1 
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3.2 Comparison between the Experimental and the Predicted Shear Strength  

Figure 6 shows the comparison between the result of ANN and the previously collected 

experimental data sets. The total of 51 data sets used to train ANN show a very systematic 

increase and decrease in a line shape, following the shape of the line of experimental shear 

strength values very closely. This indicates that the network systems adapted very well to all 

parameters of shear strength of concrete mixtures throughout the training process. On the 

other hand, the overall performance of the ANN system during the tests in Figure 6 was also 

satisfactory as it showed a strong connection between the experimental and predicted results. 

The highest shear strength of concrete from the experiment is 12.50 MPa and  12.499 MPa 

for predicted shear strength in data set 18 (out of 51 data sets). 

 

Figure 6: Comparison between the Outputs of the Datasets and The Optimum ANN Model for Shear Strength 

 

 

Type of Architecture Multilayer Feed-Forward Backpropagation 

Transfer Function Logsig-Purelin (Hidden +Output) 

Input Layer 1 (33 Neuron Numbers) 

Hidden Layer 1 (10 Neuron Numbers) 

Output Layer 1 (1 Neuron Numbers) 

Epochs 1000 Epochs 

Training R-values 0.99888 

Testing R-values 0.99329 

Validation R-values 0.99997 

MSE 0.00085 

RMSE 0.02915 
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4. CONCLUSIONS 

The main goal of this study is to find the optimal network for predicting shear strength by 

changing the size of the test set and the number of neurons in the hidden layer. The following 

conclusions are presented in this study where the optimum values of MSE of the optimal ANN 

model were 0.00085. The optimal ANN architecture model is 33-10-1, i.e., 33 input parameters, 

1 hidden layer with 10 neurons, and 1 output layer. The performance of the 33-10-1 architecture 

was better than the other architectural models with the optimal value of correlation coefficient, 

R of 0.99888 and MSE of 0.00085. 
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