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Along the way with the changes in the education landscape 
nowadays, the grade is not the only determinant to predict the 
students' success. In the context of a student's academic 
performance, it is better to focus on measuring the efficiency 
of academic achievements that used multiple determinants of 
holistic outcome rather than just focus on the student grade. 
Data Analysis Envelopment (DEA) is a nonparametric method 
that widely used in many fields to measure performances 
efficiency but limited research has been reported on DEA in 
education domain. Acknowledging DEA time consuming issue 
when involving a huge size of data, recent research on 
deploying machine learning in DEA keeps on rapid 
progressing. This paper presents a new research framework 
of DEA and Auto-ML predictive model for the academic 
achievement efficiency. The framework includes variety 
options of machine learning to be compared from the 
conventional manual setting into the recent Auto-ML 
technique.   The research framework will provide new insights 
into the decision-making process particularly in the education 
context.  
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1. Introduction
Academic achievement is the extent to which a student or institution has achieved either 

short-term or long-term educational goals. It emerged in the knowledge, skills and behaviours 
acquired by any students in education environments[1].Traditionally, in higher learning institutions, 
classifying whether students had succeeded in their academic or not was determined by their 
grade performance during the final examination. They acknowledge the students' achievement by 
considering the higher their Cumulative Grade Performance Average (CGPA), the more quality the 
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student-produced by higher education institutions. Overall, the current evaluation process uses 
grade as a predictor to represent the overall academic achievement of a student.  

Along the way with the changes in the education landscape nowadays, the grade is not the 
only determinant to predict the students' success. More than the students’ grade, student attitude 
[2]–[4] are fundamental and also a part of intelligent.  In this 20th century, digital skills are highly 
valued in the future to accommodate technological advancements. [5] also enhance the important 
of digital skills in forming a good quality of a student holistically. Previous studies include these two 
factor in a separate setting using predictive models [6],descriptive statistics [7] and factor analysis 
[8]. Another promising way to effectively measure the student achievement is to combine all the 
determinants of student attitude, digital skills and the academic grade. To evaluate all the 
resources from these determinants will be a very complex measurement and focused on the 
performance’s efficiency from the different groups of determinant appears to be more reliable.   As 
a non-parametric method, Data Analysis Envelopment(DEA) has a better dispersion of result than 
the parametric method in measuring the students’ performances efficiency[9].  

DEA has been broadly used for evaluating the efficiency in many areas such as financial 
institution, manufacturing companies, hospitals, airlines and government agencies. Even though 
several research works have provided insights into the richness of DEA application in education 
literature to measure achievement efficiency, many aspects of efficiency in education still need to 
be explored particularly in determining academic achievement. This is because due to the changes 
in education landscape. Thus, with the DEA, it will help higher institution management and 
educator to evaluate the resources provided to students during their learning process and in turn 
can improve the quality of an academic achievement.  

Nevertheless, DEA becomes critical when dealing with the appropriate selection of the 
variables. The selection input and output used to perform the analysis is essential for applying the 
method. In fact [10] stated that the most critical part in evaluating efficiency value is preparing the 
input and output. Failure to ensure effective selection of inputs and outputs will lead to ambiguity to 
decision-makers [11]. In the education field, the selection of input and output in achieving the 
student’s academic achievement efficiency is volatile and complex [12], often overlooking the 
available input to support the academic achievement efficiency. Thus, the essential part that needs 
to be exploring in on the characterization of input and output selection. Therefore, cautious steps 
should be taken into account in determining input and output in this study. Fail to characterize input 
and output in DEA will lead to misspecification of the model. 

Traditionally DEA cannot determine the optimal output [13]. DEA produces a single 
comprehensive measure of performance (efficiency score) for each Decision-Making Unit (DMU) 
based on a given set input and output variables. Efficiency score is treated as an indicator for 
performance evaluation of DMUs. Currently the process involves repetitive loop of a complex 
process of recalculation of efficiency score. When one DMUs added, efficiency score needs to be 
recalculated, which make the process very tedious and time consuming. In line with current data 
driven developments, this analysis is likely to become more complex. To resolve this issue, the use 
of machine learning in DEA has been very promising recently but the rapid progress in machine 
learning demands a more research to be conducted on the methods. This paper provides the basis 
knowledges on designing the framework of research on DEA and automated machine learning 
(Auto-ML) in the education domains.  
 
 
2. Literature Review 

2.1 Academic achievement 
Academic achievement refers to the amount to which a person has achieved specified 

goals that were the focus of activities in educational settings, such as school, college, and 
university. Cognitive goals such as critical thinking or the development of information and 
comprehension in a single intellectual subject had been evaluated to the students in order to 
understand their intellectual domain (for instance numeracy, literacy, science and history).  

The definition of academic achievement depends on the indicators used to measure it. This 
is due to the fact that academic achievement is very wide ranging and covers broad variety of 
educational outcomes. Many variables are believed to have an impact on academic achievement. 
The determination of the antecedents of academic achievement is based on the outcomes of the 
educational institutions. Questions that normally arise during the process of identifying the 
variables that affect academic achievement are: 
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● What is/are the factor(s) that affect academic achievement? 

● How are we going to help the student enhance their academic achievement? 

The way questions been arisen with a different objective will lead to different goal in 
determining academic achievement. Thus, the selection of variables that can predict academic 
achievement is always ambiguous. Many approaches have been done previously to measure 
academic achievement and had widely been discussed particularly on the advantages and 
disadvantages in educational context. Previous studies found students’ satisfaction [1], 
[14],students’ motivation[15]–[17], their study habits and their abilities [18] and students’ intellectual 
(IQ) level [18], [19] were the factors that contribute to student achievement. Other than that, Pal 
(2020) identified that demographic profile also contributed to the academic achievement which 
included parents' qualifications, parent occupations and parents’ supports.  

Many research used predicting approach to measure students’ achievement [20].The 
findings often considered as determinants of a student's excellence which are based on their 
academic achievement. However, rather than focusing on academic achievement, another 
measure that can be used is by determining the academic achievement efficiency. There is a 
difference between measuring academic achievement and academic achievement efficiency in 
summarizing the success of the students. Thus, academic achievement efficiency can be defined 
as the student’s ability to solve a wide range of problems in helping education institutions to do 
decision making since it takes into account all the available resources that have been provided by 
the education institutions as to equip the students with a complete set of academic quality, while on 
the other hand academic achievement are mainly focus on identifying the determinant to students’ 
achievement. 

2.2 Academic achievement efficiency 
Another way to measure the academic achievement is by using the efficiency score. 

Instead of focusing on academic achievement per se, there is a potential measure to be explored 
holistically on academic achievement efficiency. This is because the evaluation involved is not only 
focus on the predicted variable; it refers to the available allocation of its benefits and resources 
provided by the educational institutions. 

Therefore, through efficiency values obtain we are able to identify whether the resources 
provided are at the optimal level or not, does the resources have been fully utilized by the students 
or not. The educational area is a very wide field to be covered since it covers a range of sectors 
from kindergarten, primary and secondary schooling, to post-compulsory and higher education [21]. 
This institution, however, can be seen to be a multi-product organization. Dealing with multiple 
outputs and input makes the process of decision-making process complex. Thus, the Multiple 
Criterion Decision Analysis [21] is a suitable tool to handle this situation. Early works explore 
Canonical Regression Analysis [22] to examine the production of multiple education outputs. 
However, this method does not provide measures of efficiency [21]. Therefore, an alternative multi-
criteria decision analysis technique [23] able handle a production situation with multiple inputs and 
outputs. Yet, it does not require a prior specification of a functional form. It is known as Data 
Envelopment Analysis (DEA). 

Over the years, DEA techniques have been widely used in many fields such as 
manufacturing [24], [25], banking [26], [27], transportation [28] and healthcare [29], [30] and many 
more. Initially, the DEA techniques were only applied to profit organizations, but it was much slower 
to use their application to non-profit organizations such as education areas [31], [32].The main 
reason is that DEA has opened up possibilities for use in cases that have been resistant to other 
approaches because of the complex (often unknown) nature of the relations between the multiple 
inputs and multiple outputs. 

Thus, to accommodate the entire practice of the development of DEA is nearly impossible. 
Other than that, only a few DEA studies acknowledge that the presence of endogeneity (such as 
due to omitted variable bias, measurement errors or selection bias) results in internal validity 
problems. Other than that, [33] agreed that any specific data may have different fits from different 
data mining techniques. Therefore, it suggested exploring further the application of the DEA model 
that would bridge the gap between the DEA efficiency in education literature and the parametric 
efficiency in education literature.  There is some consideration on the application procedure when 
applying DEA analysis as the following. 
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 Selection of DEA input and output 
DEA is generally introduced as a mathematical programming approach for measuring 

relative efficiencies of Decision-Making Unit (DMU) when multiple inputs and outputs are present. 
The important step that has to first look into is the selection of input and output variables [34], [35]. 
An important feature of DEA is its capability to provide efficiency scores while taking account of 
both multiple inputs and multiple outputs [11]. Traditionally in DEA model, it assumes that the 
status of each performance factor has a predetermined whether or not as an input or output. 
Sometimes it is known but sometimes, not known. The unclear known factor can be a flexible 
measure [36]. 

Generally, DEA minimizes input and maximize outputs. In other words, smaller levels of 
the former and larger levels of the latter represent better performance or efficiency. Therefore, one 
would have to classify these factors efficiently into input and output for use in DEA. Previous 
studies found that even though some researchers understand the concept of inputs and outputs 
well, it does not guide the input and output variables [37]. It is often the case that researchers take 
the notion for granted and little attention tends to be paid to ensuring that the selected measures 
properly reflect the process understudy to the greatest extent possible. An example of the study 
conducted by [38], [39] involved the analysis of school districts in Texas. They developed in a ratio 
form of input and output; however, they provide little rationalization about appropriate variables 
(inputs and outputs) for studying student performance. Another example of unclear status (whether 
classified as input or output) of the variables is mentioned by [40] that in the efficiency 
measurement of university departments, the status of research income factor is unclear. 

 
 Selection of DMUs to be compared 

Two factors influence the selection of DMUs for a study. First factor is homogeneity where 
the DMUs should perform the same tasks and should have similar objectives. Second factor is the 
numbers of DMUs that must depend upon the objectives of the DEA study and on the number of 
homogenous units whose performance in practice has to be compared. 

 
 Choice of the DEA model  

Three models have been widely used in input maximizing or output maximizing, multiplier 
or envelopment, and constant or variables return to scale. The output-based formulation would be 
more appropriate when applications involve inflexible inputs (not fully under control). However, 
when the management's goals decide output rather than extracting the best possible performance 
of the DMUs, input-based DEA formulation may be appropriate. Multiplier versions are used when 
inputs and outputs are emphasized in an application, while envelopment versions are used when 
the relation among the DMUs are emphasized. 

The choice of constant or variable returns to scale depends on the specific application. 
When the performance of DMUs is not normally expected to rely on the scale of operation (such as 
comparison of the performance of several large monopolies), constant returns scale (CSR) seems 
appropriate. Other than that, the variable return scale (VRS) may be a fair assumption. 

 

2.3 Integration of DEA with machine learning 
The drawback in DEA analysis also was found since it is deterministic approach. Dealing 

with huge size of data might cause a trouble to DEA method since its limited capabilities to handle 
producing efficiency score in a short time. Traditionally, the DEA method had to re-calculation and 
re-run the efficiency of all DMUs if a new DMU’s was added. Since we face numerous datasets 
growing quickly, re-calculation or re-run of the process obtaining efficiency of the DMUs will 
become a tedious and never-ending story. To rectify this issue, [41] predicted the DEA efficiency of 
new DMUs by combining the DEA model with the machine learning algorithm. 

With the rapid development of big data, datasets are growing rapidly and the field of 
education is also no exception in the face of a very rapid increase in its data management. These 
become a great challenge for the researchers because they have to face with the complex and big 
dataset. To handle on the complex dataset, automated machine learning or Auto-ML has been 
developed and keeps on progressing to be improved since its capabilities to handle with massive 
development of data better than the conventional machine learning.  There are many approaches 
have been introduced for Auto-ML and the recent attention is given on the use of meta-heuristics 
optimization such as Genetic Programming. Meta-heuristics is a promising method in optimization 
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problems that widely used in many kinds of application domains. In the Auto Model, meta-heuristics 
can be used to optimize the optimal hyper-parameters of the machine learning algorithms based on 
the dataset specifications and needs as to achieve the highest possible of the algorithm efficiency.  

 
 
 

3. Research Method 
This part describes a new research framework on the academic achievement predictive 

model that used DEA and machine learning as illustrated in Figure 1.  
 
 

 
 

Figure 1. Overall research framework 

 
3.1 Research framework 

As seen in Figure 1, a four-phase method was proposed that assess the effect that large 
universities have on sector’s overall efficiency performance which are variable selection, efficiency 
analysis using DEA, and the machine learning model evaluation. The variable selection methods 
are important because DEA is a non-parametric approach and loses discriminatory power as the 
dimensionality of the production space increases. Since there is no common rules and none fill 
gaps inherent regarding inputs and outputs selection [34], [42] specifically in determining academic 
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achievement efficiency. Therefore, the process of identification input and output variables will be 
done thoroughly to risk down misspecification issues in DEA model. Once this study able to identify 
the suitability of input and output through literature review and verified by the expert review to 
determine academic achievement efficiency, the process will proceed with the development of the 
Questionnaire. Further, a preliminary study will be conducted to obtain at least 50 samples to 
assess the reliability and validity of the questionnaire. Next the selections of the variable go through 
classification of input and output variable process. Then, the outcome that expected to be obtained 
in this phase is a set of input and output (Grades, Digital Skills and Student Attitude). Next, process 
of data collection process will be implemented. 

DEA is known as the evaluation of the efficiency of the decision-making units (DMUs) that 
interact within a competition and development sector. DEA has become standard for the 
development of processes for comparing, measuring and evaluating efficiency in productive 
organizations. In this phase, the calculation of efficiency score by using DEA will be conducted by 
using DEA solver. Next process is to determine model orientation. The outcome in this phase is the 
efficiency score value. There are two choices of orientation in DEA that are input orientation and 
output orientation. The aim of input orientation is to minimize the inputs at given output level and 
the aim of the output orientation is to maximize the output given at the input level. This study will 
employ input orientation because it is assumed that the inputs regarding to academic achievement 
are controllable compared to outputs (academic achievement). The same orientation is used by 
[43]. The outcome in this phase is the efficiency score together with input variables. 

Phase 3 will involve machine learning to build a predictive model based on the DEA 
efficiency score. This task is referred to a supervised because the model is constructed from data 
where the target/label/output is known (Efficiency based on Grade, Digital Skill and Attitude). Meta-
heuristics-based Auto-ML and the empirical research findings of the approach is the new 
contribution in the research framework.   

Last phase involves the process evaluation of predictive model for academic achievement 
efficiency. In this process, evaluating all the different machine learning algorithms from the 
conventional machine learning algorithms and the Auto-ML will be empirically conducted in 
predicting academic achievement efficiency and the compared with the Meta-Heuristic based an 
Auto-Model. Four performance measures that will be used to identify the best model are R 
squared, Root Mean Square Error (RMSE), and Mean Absolute Error (MEA). Figure 1 shows the 
research framework.  
 
3.2 Data analysis procedure 
 Based on the research framework in Figure 1, the following describes a more details on the 
data analysis procedure of this research.  
 
Phase 1: Variable selection 
  The variable selection techniques will be used to confirm the selection of input and output 
variables. By default, the output selection had been determined which are Grade, Digital skill and 
Students Attitude. However, it still needs to go analysis methods to confirm it. This stage 
implemented to avoid from having model misspecification in DEA efficiency estimates [37]. Four 
most widely used approaches to guide variable specification in DEA are Efficiency Contribution 
measure (ECM), Principal Component Analysis (PCA), regression test and bootstrapping for 
variable selection via Monte Carlo simulation.  

The evaluation of the Questionnaire will involve Exploratory Factor Analysis (EFA). 
Exploratory Factor Analysis (EFA) will be conducted to explore the elements (questions) and the 
dimensions between variables (factors) and respondents. EFA is used to discover the underlying 
structure of a relatively large set of variables. The reliability analysis was used to measure scale 
reliability and provides information on the relationship between the individual items of the scale. 
Intra-class correlation coefficients may be used to compute inter-rater reliability estimates. This 
process was carried out once the EFA was completed.  
 
Phase 2: Calculating efficiency score using DEA 

The DEA model for the learning evaluation is used to identify efficient students and to 
investigate the performance efficiencies of students’ academic achievement. Thus, the output 
variables of the DEA model are grade, digital skill and student’s attitude, which is measured, 
individually, by the ratio between the actual performance objective value achieved and the 
expected performance objective value. Theoretically, the basic efficiency measure used in DEA is 
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the ratio of total outputs to total inputs. Once the efficiency score obtained, it will be determined by 
using benchmarked as presented in Table 1. 

 
Table 1. Efficiency score 

Categorize Efficiency score Slack variable 
Strong Efficiency 1 All the slack variable are 0 
Marginal Efficiency 1 At least 1 slack variable not being 

0 
Marginal Inefficiency 0.9  
Inefficiency < 0.75  

 
Phase 3: Design and develop the academic achievement efficiency prediction models 

In this stage the housekeeping process (cleaning) of the data will be conducted to ensure 
the data were turn into the format that’s computer readable and understandable. In addition, this 
phase will check whether the data complete and free from bias. In a nutshell, data preparation is a 
set of procedures that helps make your dataset more suitable to be processed in machine learning. 
This process will start with depositing data into warehouses. These storages are usually created for 
structured records, meaning they fit into standard table formats. This approach is called Extract, 
Transform, and Load (ETL). Next process is checking on the quality of the data. Even through 
machine learning algorithm is a very powerful tool to analyse the data, having a poor data will harm 
the performance of the predictive model. Table 2 summarizes the important steps of the research 
in phase 3. 
 

Table 2. Phase 3 activities 
Step Description 

1 Data collection and ETL.  

2 Machine learning algorithms design and development for the student academic 
efficiency prediction (conventional machine learning algorithms, meta-heuristics Auto-
ML.  Identify the most possible inputs/outputs of the DEA for the machine learning 
features selection. 

3 Model training with the training dataset (commonly 70 percent of the dataset used for 
training).   

 
Phase 4: Evaluating the academic achievement efficiency predictive model  

This phase involves observing the model performances by evaluating the machine learning 
algorithms with the testing dataset. Compare the performances can be divided into two groups. 
First evaluation is to observe the performances between the conventional and Auto-ML.  Second 
evaluation can be focused on the different setting of the meta-heuristics’ parameters of the Auto-
ML. Then, the best machine learning algorithm that identified based on the evaluation steps will be 
selected to predict students’ achievement efficiency on the hold-out samples (new student dataset).  
In order to compare the performance of each classifier, three tools from which various accuracy 
measures are derived include: R squared, Root Mean Square Error (RMSE), Mean Absolute Error 
(MEA) and Kappa Statistics.  

 
 

 
4. Results and Discussion 
 This section presents the new contributions of the proposed research framework presented 
in the Section 3.  To the best of our knowledge based on the literature studies, the research 
framework contributes new knowledge to the following research gaps. 
 

4.1 Determinants for measuring academic achievement 

In educational context, there was a vast literature obtained on measuring the determinants 
of academic achievement and researchers in [16] found that the cognitive and metacognitive 
strategies in student learning skills and motivation are the factors contributed to academic 
performance variables. Even though studies on measuring academic achievement is seen 
continuously gained attention, the search for the determinant of academic achievement is also still 
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vague and need to do further study. Hence based on the record of recent studies presented in 
Table 3, it shows some potential areas for exploration since the result revealed only the 
characteristics of academic achievement (grades) has been used as a single outcome. Among the 
listed research framework in Table 3, no single study that measure digital competencies. 

 
Table 3. Results of variables involved in measuring academic achievement 

Research framework [16
] 

[1] 

[19
] 

[18
] 

[44
] 

[45
] 

[46
] 

[1] 

[16
] 

[47
] 

[15
] 

[48
] 

[49
] 

[50
] 

[17
] 

N
ew

  

Independent Variable 
Motivation √        √  √    √ √ 
Learning Strategies √               √ 
Outcome Expectation √               √ 
Readiness for e-learning  √              √ 
Self-Regulated Skills  √      √    √   √ √ 
Satisfaction  √      √      √  √ 
Intellectual (I.Q.)   √ √            √ 
Sensor-aesthetic   √             √ 
Openness   √             √ 
Short term memory                 
Study habits and their ability    √            √ 

Gender     √  √  √ √      √ 
Student Category     √           √ 
Discussion at home     √           √ 
Learning facility     √           √ 
Attendance     √           √ 
Parents Occupation     √            
Parents Qualification     √            
Parents Support            √     
Online Activities      √          √ 
Students Readiness        √        √ 
Learning Strategies         √       √ 
Emotional Intelligence          √   √   √ 
Collaboration              √  √ 
Self-Efficacy          √      √ 
Outcome Expectancy         √       √ 
Digital competencies                √ 
Belief, Values, Ethics           √     √ 
Social Competencies             √   √ 

Dependent Variable  
Grades √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ 
Academic achievement 
efficiency (student attitude, 
digital competencies, grades)  

               √ 

 

The model for measuring the students’ achievement efficiency that needs to be designed 
with multiple students’ outcome such as to combine multi-determinants from the students’ attitude, 
digital competencies and grades will be more complex to be studied. Some variables from the 
listed research frameworks can be considered but more literatures are still needed.  A well-
designed inputs and outputs for the achievement efficiency model are highly critical to be a 
noteworthy literature contribution from the new research framework. Extensive research from the 
literatures, data collection and analysis will be involved to achieve the objective. Furthermore, the 
next research issue is to look into details the methodology gap of the DEA integration with Auto-
ML. 

 

4.2 DEA and machine learning  

 Refer to Table 4, different machine learning algorithms have been successfully used in 
predicting efficiency of DEA. The literatures revealed that different algorithms have different 
performance effects within the problem circumstances. Therefore, it is important to note that the 
process of choosing an appropriate machine learning algorithm is of great significance for 
improving the accuracy of prediction. Despite the listed machine learning models, there are options 
for Auto-ML, which has a great potential to be used in a complex prediction model with multi-
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objectives of the academic achievement efficiency. Nevertheless, Auto-ML for machine learning in 
DEA is difficult to be found in the existing literature. 
 

Table 4. Related studies machine learning DEA prediction 
 ML algorithm 

Research 
Framework 

DT NN SVM RF KNN BPNN GANN ISVM LR Meta-
heuristics 
Auto-ML 

[41]   √ √   √ √  √     

[51]       √          

[13]   √      √        

[52]       √          

[53] √      √          

[54]   √    √     
[55]   √         
[30] √     √     √  

[56] √  √   √       
[57]       √      
[58]     √  √    √  

[59]   √         

[60]  √         
[61] √   √        

[62]   √    √     

New           √ 

 
The listed machine learning found in the literatures are Decision Tree (DT), Neural Network 

(NN), Support Vector Machine (SVM), Random Forest (RF), K-Nearest Neighbour (KNN), Genetic 
Algorithm Neural Network (GANN), Back Propagation Neural Network (BPNN), Incremental SVM 
(ISVM) and Logistic Regression (LR).  As seen in Table 4, there is a gap of research on Auto-ML in 
the DEA prediction. 

Evaluating different machine learning algorithms and identifying the appropriate hyper-
parameters configuration for each of the algorithm is considerable complex and time-consuming 
tasks. Recent research on machine learning currently has directed towards Auto-ML to resolve this 
issue. Research on Auto-ML has provided a promising finding for accelerating the model design 
and implementation by optimizing the machine learning pipelines, including the algorithm selection 
and the hyper-parameters setting.  Additionally, the interest of this research has been coined 
towards meta-heuristics in Auto-ML that will open a more possible of research directions.  

 
 
 
5. Conclusion 

The new research framework is expected to contribute fundamental knowledges to the 
theories, methodology and empirical gaps in the field of decision science generally and education 
performance measurement specifically. The selection of appropriate input and output to determine 
academic achievement efficiency will help the higher education institutions to produce excellent 
graduates holistically. In addition, with the changes in the education landscape recently, this study 
will be able to characterize the explicit input and output so as to determine the factor of academic 
achievement. The educators or researchers could add new knowledge in applying the Auto-ML to 
predict students' academic achievement efficiency. 
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