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Abstract: Basically, entropy is a measure of uncertainty, a mathematical equation in defining the
between certainty and unceltainty. Although the term has been around the world for a long time, there
still lack in literature for better understanding of its usefulness and applications. In this paper, we
mainly focus on the entropy by clarifying the real meaning of it in a simple and understandable
mathematical way from a communication field point of view. The entropy properties and rules will be
discussed in detail and we try to relate it with logarithm measure for a better understanding of entropy
scenario. Some usefulness and applications of entropy in various fields such as communication,
thermodynamic will be presenled. We conclude this paper and state some challenges in applying
cntropy measurement. Hopefully, it will bring a new and bettcr understanding of entropy not just to
researcher and mathematician, but also to otller related individual such as engineer and academician in
applying this powerfl11 measurement tool in their fic1d.
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L"lTRODUCTION

Entropy is an average measurement of uncertainty. The term was borrowed from thermodynamics area
which been used for measuring heat and perfectly applied in communication area and etc. The
communication pioneer of en .opy, Claude Shannon, in his paper, "A Mathematical Theory of
Communication", had discussed and related tlle entropy to every sort of communication items. Entropy
in the sense of communication is the average of information. It measures whether the information is
reliable or not based on the level of uncertainty PI.

For instant, an entropy H (S) that would express fue intuitive idea of the "average amount of
information" containcd in one symbol. The main observation about the entropy H (S) is that it depends
only on the statistics of t.he source S. The corresponding unit is called a bit. Observe that if S has only
two symbols, then

H (S) = -.!.log2 2 +~ log2 2 = 1 bit
2 2

Thus, one bit is like the ent.ropy of nipping an ideal coin once. There will be onJy two concrete results
whefuer tailor head. The uncertainty of what will happen next, is entropy main dealing focus. Let say,
we flip the coin but this time WE: flip it twice. The concrete results will increase due to the increasing
level of uncertainty of what will happen from the first time flip till the second time flip. The result will
be among 4 concrete results: he(ld and head, head and tail, tail and head or tail and tail. The first time
flip of coin is like bincuy bit cas.;;, it will be whether 0 bit or 1 bit. The sequence of first time ilip and
second timc flip is similar to sequence of binary bit..

When ent ropy is adopted as meawre of in formation, it does not include semantic and pragmatic aspects
of informat.ion. But when it com::s t.o deal with structural (syntactic) aspects of systems, it can be used
for measuring the degree of const.raint among variables of interest, thus comprising a powerful tool for
dealing with systems problems slIch as systems modeling, analysis or design.

Assuming a communication sy~;tem like Figure 1, where a message is intend to be transmitting.
Ent.ropy of the message basica lly wi II be high due to less information of the noise in the system and thc
entropy of t.he noise will bc low. During the transmission proccss, the entropy of the message will
slowly decrease when the real picture of the noise becoming clearly than before which then effect the
entropy of fue noise becoming high. This is the kind of reliable system that we want based on ent.ropy
measuremcnt.

412



Muhamad ArifHashim and Roshidi Din

I~;: f."().R~Y1 ....TI 0''<
:<iOl-'RCT

D
"'RAl\<~MITTI'R

1l.H.'I'1 \T,D
~1r.i"·i\I.

IU,C1')V!:, II DUlTIKITIO\":

]

Figure 1: Schematic diagram of a general communication system [8]

It was based on second law of thermodynamic that is referring to law of physics with the consequence
that, in a closed system, we can't finish any real physical process with as much usef-u] energy as we had
to start with. [n other word, a part of the energy is always wasted which based 0:1 above situation it is
the effect noise. Generally, the second law ofthermodynamic states that work must be done to reduce
the entropy of a system. In fact the over-all entropy of a system can never be reduced because if the
entropy of a part the system is reduced, there will be a greater increase of the entropy in some other
part. Some of the message will be lost which means there will never be full-received message. Further
research had expanded the law to other area and described the law in three kinds of forms [2].

The first form states that no continually working heat engine can take heat from a source and convert it
completely to work. For example, a ball fall from some height and the energy (heat) from the ball will
110t moves from the ball to its surrounding. If this tme, the ball will continually bounce again and again
without an end. While the second form indicates that heat cannot be transferred continually from one
body to another at a higher temperature unless an external agent does the work. The last form express
that the disorder (or entropy) of an isolated system can on stay the same or increase which suppose a
ball is dropped from some height. It bounces a few times before coming to rest.

DISCUSSIONS

Property ofEntropy

Ensuring that entropy measurement suits for measuring system is very important. It is why their
properties must be defined so that, the system properties can be orgal1iz,~d according to its
specifications. Graph 1 shows the properties of entropy that can be categorized mto four criteria (1).
First, positivity, wh.ich means entropy, must be greater or equal to zero and it is always positive. It was
compulsory property so that if H decreases, it only reaches until O. H reaches 0, if and only if we
certain with the outcome symbol result. Second, a small change in the source symbols causes only a
small change in the entropy that describes the entropy function is a continuous function. Third, entropy
must be symmetry for a change in the ordering of the source symbols does not change the entropy.
Lastly, coherence which can be explain by the following example: The entropy of a source of symbols

a\ and a2 can be computed from entropies of smaller sources. Suppose to read the message twice:

the first time, it fail to distinguish between symbols a, and a2 . Thus, if the r,~ader read a p-times

smaller message com:istiIlg of at's (with probability !!..l) and a2 '~; (with probability
P

P2 =1-!!..l). The first reading gives us the entropy H(P,P3,P4,,,,,PIl) ;U1d the second one,
P P
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when a p-tjmes smaller message is read, the entropy pH (PI, P2 J. The two readings, then, gives the
P p

entropy of the original source:

H (PI' P2' P3 , .. , p) = H (PI + P2' P3 , .. ·, p) + (PI + P2)H ( PI , ---..-.l!...L_J bits
PI + P2 PI + P2

Graph 1: EntTopy in the case of two possibilities with probabilities p and 1 - p. [7].
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We continue on elaborating entropy by relate it with logarithm measure. Entropy uses logarithmic
measure to suit in different conditions. Such as computation parameters that related to binary code, the

usage of tog2 is perfectly can be well represent the two bits, 0 bit and 1 bit. Other parameters such as

signal power, time domain etc., tend to vary linearly with the logarithm. For example, calculating

signal power through Signal-ta-Noise ratio (SNR). It changes log2 to loglo for trallslating the

sequences of bits to decibels measure. By comparing the SNR result with time, we can observe the
signal changes per time.

The flexibility of logarithm measure is also an advantage to be exploit. Many measurements had
difficulty to adapt with other measurement from different area. Many of the limiting operations are
simple in terms of the logarithm but would require restatement in terms of possibilities. But for
logantlun, changing from bits for binary digit to decimal numbers (l - 10) or from decimal numbers to

sequence of7 or 8 bits is not a problem (from log2 to loglo or from Jog lO to logg)

Usefullne.l's and Application of Entropy

Communication: Entropy in conununication is used to measure the reliability of a communication
system. Figure 2 shows the scenario of entropy in general communication. The sender transmits the
information as the input and transmission channel works as a road for sender to transmits it. At the end
of the transmission channel, the receiver will receive the information as its output. There will be noise
and equivocation in the transmission chalUlel that may interrupts and will occur error ill the output
during the transIllission. Good communication process is when information entropy tends to decrease
on the way from the sender to the receiver, while noise entropy and equivocation entropy should be
increase. Ways to maintain low entropy is by keeping the disturbance low using error control code [4]
and by incorporating feedback from the receiver to the sender for assurance.
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Figure 2: Relationship between sender, receiver, noise, equivocation and entropy [5]

Thermodynamic: In its broadest thermodynamic sense, entropy is a measure of di.sorder 12]. The use of
entropy is to determine the fundamental of thermodynamics limit for a power system. Figure 3 shows a
typical chip in a computation case. The power supply supplies the current for thl~ chip to process and
the wasted will return to Ole ground. As the information enters and leaves the chip, heat 110ws from the
chip to a thermal reservoir [3]. In iliis case, the information and the information itself will be effect due
to the heat that 110ws out. The distribution of the thermal (heat) will erase a bit of information per
period. Based on the findings, nowadays, computer needs a good air-cooling sys1em and low capacity
of power usage to sustain and maximize its performance in order to counter this problem.

Figure 3: Fluxes into and out of a chip 13]

Kinetic Energy: Entropy measures Ole kinetic energy and uncertainty pattern of molecule's movement
in kinetics area. As for an example, suppose that a vessel contains of 17 molecules of a gas: some of
these molecules are moving with high velocity at any instant al1d others with very much lower
velocities and the probability of anyone molecule having an energy within any range is given by a
probability density distribution which is the same for all molecules.

The entropy of this system is greater than that of a system in which the high-ellergy molecules are
separated from the low energy ones and confine in different containers, although the energies of the
two systems are the same. It is because of the wlcertainty of the molecules movement is higher is the
first system tJl311 the second system. The second system is more ordered in the seme that high and low
energy molecules are separated instead of being all mixed together [6J.
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Figure 4: Molecule based on velocity level

CONCLUSION

Entropy is a reliable measurement for uncertainty and information. The usage of entropy is widely in
several kinds of areas including communication area and thermodynamic area. As presented, entropy
usually been used to modeling a real or future system in form of mathematical figun:s. By using
entropy measurement can solve a lot of problems and systems. Although it is reliable m~aSUTe but it
still cannot completely or fully mimic the real situation. Especially, in the case of linguistic
measurement or emotion detection, a subjective kind of matter, it is difficult for entropy t3 model it if
just based on the information. In other word, it opens several research opportunities. More research has
to be done in utilizing entropy usage not just to explore its potential research in communication area
but also in information, communication and technology (lCT) area. For example in security area,
currently the issue of verification and recognition of speech or speaker not fully solve by lIsing speech
recognition system only. Such measurement is mainly intended to improve the performance and
reliability of the system. Application of entropy in recognition system seems to be very promising in
analyzi ng the effect of noise that occur and improving the reliability of the recognition result.
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