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ABSTRACT 

System Identification, a discipline for constructing models from dynamic systems, 
consist of three major steps: structure selection, parameter estimation and model 
validation. The parameter estimation step is concerned with the estimation of model 
parameters once the structure is known. Typically, parameter estimation is performed 
using various types of Least Squares (LS) algorithms due to its stable and efficient 
numerical computation. However, LS methods suffers from oversmoothing properties 
(such as in curve fitting) and high sensitivity to outliers as error squaring significantly 
increases in magnitude. Additionally, when the range of data increases, it makes the 
nonlinear processes become more difficult. In this thesis, the Particle Swarm 
Optimization (PSO) is proposed for parameter estimation of a Nonlinear 
Autoregressive Moving Average with Exogeneous Inputs (NARMAX) and its 
derivatives ((NARX) and (NARMA)) of three datasets, which are Direct Current 
Motor (DCM), Flexible Robot Arm (FRA) and Mackey Glass (MG) system. PSO is a 
swarm-based search algorithm perform a stochastic search to explore the search 
space. Due to its stochastic nature, the algorithm does not inherit the numerical 
problems posed by the LLS algorithms. The proposed method is compared with three 
established conventional Linear Least Squares (LLS) solution methods : Normal 
Equation (NE), QR factorization (QR) and Singular Value Decomposition (SVD). 
Results suggest that the PSO algorithm is viable alternative to other established 
algorithms for LLS parameter estimation. In DCM NARX experiment, LLS is 
outperform in term of criterion fitness while PSO outperform in correlation violation 
values. For model fit test (MSE and R-squared) both methods perform similar. For 
FRA NARMAX, PSO outperform than LLS in term of criterion fitness, MSE and 
correlation violation while in R-squared analysis both methods perform similar. In the 
last experiment MG NARMA, LLS outperform than PSO in MSE value, criterion 
fitness and R -squared analysis while in term of correlation violation, PSO outperform 
than LLS. Additionally, the PSO algorithm was found to improve the correlation tests 
(reduction in correlation violation 22.22% in DCM NARX, 1.89% in FRA NARMAX 
and 10.46% in MG NARMA experiment) relative to the LLS algorithms. 

IV 



TABLE OF CONTENTS 

Page 

CONFIRMATION BY PANEL OF EXAMINERS ii 

AUTHOR'S DECLARATION iii 

ABSTRACT iv 

ACKNOWLEDGEMENT v 

TABLE OF CONTENTS vi 

LIST OF TABLES vii 

LIST OF FIGURES ix 

LIST OF SYMBOLS xiv 

LIST OF ABBREVIATIONS xv 

CHAPTER ONE: INTRODUCTION 1 

1.1 Research Background 1 

1.2 Problem Statement 2 

1.3 Research Objective 2 

1.4 Research Scope 3 

1.5 Research Contribution 3 

1.6 Thesis Structure 4 

CHAPTER TWO: LITERATURE REVIEW 5 

2.1 Introduction 5 

2.2 Si And Choice of Model Set 5 

2.3 Application of SI 7 

2.4 Steps in Identification Process 8 

2.4.1 Data Pre-Processing 8 

2.4.2 Model Selection 9 

vi 


	ABSTRACT
	TABLE OF CONTENTS
	CHAPTER ONE: INTRODUCTION
	1.1 RESEARCH BACKGROUND
	1.2 PROBLEM STATEMENT
	1.3 RESEARCH OBJECTIVE
	1.4 RESEARCH SCOPE
	1.5 RESEARCH CONTRIBUTION
	1.6 THESIS STRUCTURE

	CHAPTER TWO: LITERATURE REVIEW
	2.1 INTRODUCTION
	2.2 SI AND CHOICE OF MODEL SET
	2.3 APPLICATION OF
	2.4 STEPS IN IDENTIFICATION PROCESS
	2.4.1 Data pre-processing
	2.4.2 Model Selection
	2.4.2.1 Volterra Series Expansion
	2.4.2.2 Block Oriented Model
	2.4.2.3 NARMAX and its Derivatives

	2.4.3 Model Estimator
	2.4.4 Structure Selection
	2.4.5 Parameter Estimation
	2.4.6 Model Validation

	2.5 PARAMETER ESTIMATION TECHNIQUES
	2.5.1 Linear Optimization Technique
	2.5.1.1 Direct/Linear Least Squares
	2.5.1.2 Recursive Least Squares (RLS)
	2.5.1.3 Iterative Least Squares (ILS)

	2.5.2 Comparison between LLS, RLS and ILS
	2.5.3 Nonlinear Optimization Techniques
	2.5.3.1 PSO
	2.5.5.2 Gen etic A Igor ithm
	2.5.3.3 Artificial Bee Colony Algorithm (ABC)


	2.6 SUMMARY

	CHAPTER THREE: THEORITICAL BACKGROUND
	3.1 INTRODUCTION
	3.2 PREPROCESSING METHOD
	3.2.1 Magnitude Scaling
	3.2.2 Block Division
	3.2.3 Interlacing

	3.3 NARMAX
	3.4 IDENTIFICATION OF POLYNOMIAL NARMAX/NARMA/NARX MODELS
	3.5 PARAMETER ESTIMATION METHODS
	3.5.1 Linear Least Squares
	3.5.1.1 Solution by Normal Equation
	3.5.1.2 Solution by QR factorization
	3.5.1.3 Singular Value Decomposition (SVD)

	3.5.2 Particle Swarm Optimization (PSO)
	3.5.2.1 Vanilla Algorithm
	3.5.2.2 PSO with Constriction Coefficient


	3.6 MODEL CRITERION
	3.7 VALIDATION METHODS
	3.8 SUMMARY

	CHAPTER FOUR: RESEARCH METHODOLOGY
	4.1 INTRODUCTION
	4.2 HARDWARE AND SOFTWARE DESCRIPTION
	4.3 EXPERIMENT SETUP
	4.3.1 Dataset Description
	4.3.2 Flowchart
	4.3.3 Pre-processing Datasets
	4.3.4 Create the Regressor Matrix
	4.3.5 Structure Selection
	4.3.6 Preliminary Test to Determine the Optimal Parameter Setting
	4.3.7 Parameter Estimation
	4.3.8 Model Validation

	4.4 SUMMARY

	CHAPTER FIVE: NARX PARAMETER ESTIMATION FOR DCM DATASET
	5.1 INTRODUCTION
	5.2 DETERMINATION OF OPTIMAL PSO PARAMETERS
	5.3 NARX DC MOTOR
	5.4 EFFECT OF PSO PARAMETER ADJUSTMENT
	5.5 SUMMARY

	CHAPTER SIX: NARMAX PARAMETER ESTIMATION FOR FRA DATASET
	6.1 INTRODUCTION
	6.2 DETERMINATION OF OPTIMAL PSO PARAMETERS (NARX)
	6.3 NARX FRA (NE, QR, SVD, PSO)
	6.4 EFFECT OF PSO PARAMETER ADJUSTMENT
	6.5 DETERMINATION OF OPTIMAL PSO PARAMETERS (MA)
	6.6 MA FRA (NE, QR, SVD, PSO)
	6.7 EFFECT OF PSO PARAMETER ADJUSTMENT
	6.8 NARMAX (NE, QR, SVD, PSO)
	6.9 SUMMARY

	CHAPTER SEVEN: NARMA PARAMETER ESTIMATION FOR MG DATASET
	7.1 INTRODUCTION
	7.2 DETERMINATION OF OPTIMAL PSO PARAMETERS
	7.3 NAR MG (NE, QR, SVD, PSO)
	7.4 EFFECT OF PSO PARAMETER ADJUSTMENT
	7.5 DETERMINATION OF OPTIMAL PSO PARAMETERS
	7.6 MA MG (NE, QR, SVD, PSO)
	7.7 EFFECT OF PSO PARAMETER ADJUSTMENT
	7.8 NARMA MG (NE, QR, SVD, PSO)
	7.9 SUMMARY

	CHAPTER EIGHT: CONCLUSION AND RECOMMENDATIONS
	8.1 CONCLUSION
	8.2 RECOMMENDATIONS FOR FUTURE WORK

	REFERENCES
	AUTHOR'S PROFILE



