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INTRODUCTION

In the context of Industry 4.0, intelligent manufacturing plays a key role in monitoring and controlling the
manufacturing processes. Process mining (PM) has emerged as a crucial bridge between data science and
process science, enabling organizations to gain deep process insights from the increasing volume of data
generated by modern manufacturing systems (Yurtay, 2022). The development of PM and large language
models (LLMs) presents an opportunity to optimize manufacturing processes. By applying these advanced
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technologies, organizations can gain deeper insights into their operations, identify inefficiencies, and tackle
bottlenecks by implementing effective solutions (Vidgof et al., 2023).

The potential synergy between PM and LLMs is explored in this paper through the development of a
conversational agent designed to elevate manufacturing process monitoring to new levels. A further aim is
the advancement of intelligent manufacturing within the Industry 4.0 framework, with a focus on providing
Small and Medium-sized Enterprises (SMEs) with practical, cost-effective methods for integrating smart
technologies into their production workflows.

While large industries such as Airbus, ASML, and BMW often leverage advanced, deeply integrated
systems like enterprise resource planning (ERP), supply chain management (SCM), and manufacturing
execution system (MES), which provide a solid foundation of vertical integration for process mining
(Lechner, 2020; Rozinat et al., 2009; Valencia-Parra et al., 2021). These solutions are frequently not feasible
for SMEs due to high implementation costs, lack of advanced IT resources, and the need for specialized IT
expertise (Gering, 2020). Many SMEs are still in the early stages of their digital transformation, having
achieved a minimal level of digitalization, such as recording production data in job travellers. Furthermore,
their data collection methods are often fragmented, with information stored in various disconnected systems
(Kgakatsi et al., 2024; Naeem & Garengo, 2022). This indicates that many SMEs are not yet ready for a
complete, top-to-bottom digitalization of their entire enterprise. Instead, it is more practical and accessible
for them to start with standalone data analytics solutions focused on specific, high-impact areas, such as
their production processes (Stertz et al., 2021). This creates a significant gap, as these companies possess
valuable data but struggle to extract actionable insights from it.

To address this challenge, a conversational process mining chatbot that uses GraphRAG, specifically
designed for production processes, is proposed. The chatbot prioritizes data privacy by utilizing a fully
local, open-source architecture. It is designed to work with production processes extracted from job traveler
to provide valuable production insights while keeping data secure. By using open-source tools and hosting
the system locally, the solution ensures that sensitive production data remains protected, addressing
common privacy concerns with external LLM services (He et al., 2018).

The remainder of this paper is organized as follows. The following section provides an overview of
related work in process mining, large language models, and GraphRAG. The next part details the system
architecture, hardware configuration, dataset, chunking strategy, and model selection. This is followed by
a comprehensive evaluation of the chatbot's performance. The subsequent discussion explores the
implications and limitations of the study and outlines future work. The paper concludes with a summary of
key findings.

RELATED WORKS

Chatbots for process mining and manufacturing

The application of natural language interfaces and chatbots to make process mining more accessible is
an active area of research. Early approaches often relied on rule-based systems. For instance, Burattin
(2019) proposed Process Mining Bot, a rule-based chatbot for performing PM tasks via Telegram, a
messaging platform, while Yeo et al. (2022) proposed a rule-based system process mining query engine
that relies on carefully designed template rules. While innovative, these rule-based systems are often limited
in their flexibility and struggle to handle complex or unexpected user queries, as they cannot cover every
possible scenario (Thorat & Jadhav, 2020). On the other hand, Fontenla-Seco et al. (2023), proposed a
conversational agent for declarative PM called C-4PM which used Declare4Py frameworks to handle
declarative PM tasks, the end response was handled by OpenAl LLM via API, this proof-of concept does
not fully implement open-source components, leaving the system exposed to potential data breach or leak
(Maheswari et al., 2023). Barbieri et al. (2025) proposed an architecture to build an LLM-based natural
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language interface for PM. In the broader manufacturing context, similar rule-based chatbots have been
developed for tasks like human-to-MES interaction (Beric et al., 2020; Do & Jeong, 2022) and monitoring
Overall Equipment Effectiveness (OEE) (Loh et al., 2023). However, these systems often face challenges
in understanding user nuances and lack deep domain knowledge (Rooein et al., 2020).

Large language models for process analysis

The integration of LLMs with PM is a rapidly developing field of research. A key area of exploration
is the use of textual abstraction techniques to make process models digestible for LLMs. Studies by Berti
et al. (2024) and Berti & Qafari (2023) have demonstrated how process models can be textualized and fed
into LLMs using open-source tools like PM4Py. Work from Jessen et al. (2023) has shown that prompt
engineering techniques, such as few-shot learning, Chain-of-Thought (CoT) reasoning, can enhance the
performance of LLMs in answering domain-specific questions without the need for fine-tuning the models.
To support this emerging area, recent work has also focused on establishing evaluation methods for LLMs
on PM tasks (Berti et al., 2024).

Despite this promise, integrating LLMs into process mining presents several key challenges. A primary
limitation is the restricted context window of LLMs, which can hinder their effectiveness when analysing
larger event logs (Busch et al., 2023). Secondly, pre-trained LLMs often lack deep domain-specific
knowledge, leading to issues such as hallucination, where the model generates inaccurate or misleading
outputs (Kampik et al., 2025). Finally, data privacy is a critical concern, especially when using closed-
source LLMs where sensitive company data is sent to external servers for processing (Berti et al., 2024;
Maheswari et al., 2023).

Graph retrieval-augmented generation (GraphRAG) for context-rich retrieval

Retrieval-Augmented Generation (RAG) is a technique designed to enhance the capabilities of LLMs
by augmenting their prompts with information from an external knowledge source (Lewis et al., 2020).
This is a proven method to mitigate the risk of hallucination and ground LLM responses in factual data
(Tonmoy et al., 2024). However, the effectiveness of traditional RAG can be limited when dealing with
highly structured or relational data (Zhang et al., 2025). The primary challenges were the poor query
understanding when having a semantic similarity search (Ling et al., 2025). This is because traditional RAG
typically relies on semantic similarity search over a vector index, which may not fully capture the structural
context or the complex relationships between data entities (Purohit et al., 2024). A query may be
semantically similar to a chunk but miss the crucial relational information that defines its role in the overall
process.

To overcome these limitations, GraphRAG was introduced as an alternative architecture. GraphRAG
extends the traditional RAG pipeline by leveraging a graph database as the external knowledge source
instead of a standard vector database. The retrieval performance in GraphRAG can be highly enhanced by
using hybrid retrieval, which combines both vector similarity search and full-text search to find relevant
information (Bratanic & Hane, 2025; Tjokro & Ady Sanjaya, 2024). Furthermore, the use of a cross-
encoder as a reranker, placed after the retrieval step to re-evaluate the retrieved information, has also been
shown to improve the quality of the final response generation (Han et al., 2025).

Use case scenario using Analytics Canvas

To guide the design of the conversational PM chatbot with GraphRAG, the Analytics Canvas developed
by Kiihn et al. (2018) was adopted. This semi-formal, visual framework provides a clear, structured way to
describe an analytics use case scenario using an extendable graphical notion. The Analytics Canvas breaks
the structure into five layers: Analytics Use Case, Data Analysis, Data Pools, Data Description, and Data
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Source. This layered breakdown provides a clearer understanding of the system’s functionality. The
Analytics Canvas of a production process is shown in Fig 1.
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Fig. 1. Analytics Canvas for describing a process monitoring use case scenario with its infrastructural requirements.

First, the Analytics Use Case for the manufacturing processes is defined using the conversational PM
chatbot. Next, operators from various stages in the manufacturing line act as the Data Source by scanning
the job traveller each time they complete a task. Subsequently, the Data Description layer specifies the
required data fields, ensuring clarity on the exact information needed for effective process analysis. In this
scenario, three parameters were recorded using job traveller by operators through Processes A, B, and more.
For each process, three essential parameters were recorded: work order IDs (case ID), start/end time
(timestamp), and task (activity). Afterward, the Data Pools layer defines the storage and processing of the
collected data. This data is gathered using job traveller, which is a key feature of MES software, and stored
in a database. The raw data collected can then be used as event logs for executing PM and feeding into the
conversational PM chatbot.
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RESULTS AND DISCUSSION

The system architecture is detailed in this section, employing an Active Structure, a systematic design
methodology to develop a locally hosted, security-focused solution for manufacturing companies. This
approach enables the extraction of actionable insights from manufacturing data without compromising data
security. Additionally, the system outputs of the conversational PM chatbot with GraphRAG at different
stages of the pipeline are presented in this section.

System architecture

The design and functionality of a conversational PM chatbot with GraphRAG are presented in the
following section. The chatbot transforms production process data into valuable insights while ensuring
data security through open-source solutions. The active structure of the conversational PM chatbot system
designed in this study is shown in Fig 2. The relationships between the components are outlined in this
architecture, detailing the flow of information from data sources to user interaction.
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Fig. 2. The active structure of the conversational PM chatbot with GraphRAG.

(1) Manufacturing Execution System (MES): While the diagram conceptually shows MES as a
data source, precisely the event log of the production floor, the current implementation of the
system uses a publicly available raw production event log as the source (Levy, 2014).
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Event Log Filtration: The system processes the raw production event log, which involves
delimiters handling, manual selection of production’s part, and auto-detection of three core
process mining columns: Case ID, Activity, and Timestamp. This ensures the event log is
correctly structured for subsequent process mining analysis.

Process Mining Software: The prepared event logs are analysed using PM4Py, an open-source
process mining library. PM4Py is used to discover the Directly-Follows Graph (DFG),
identify start/end activities, and extract performance metrics and case variants. PM4Py
provides structured data, and the system then generates natural language text chunks from this
structured DFG data.

Chunker: The system employs an advanced chunking strategy. It generates three distinct types
of natural language chunks from the PM4Py outputs: Activity-Based Chunks, Process-Based
Chunks, and Variant-Based Chunks. These chunks are designed to capture different aspects
of the process for efficient embedding and retrieval in the GraphRAG pipeline.

Embedding Model: Each generated text chunk is converted into a high-dimensional vector
embedding using a local, open-source embedding model. This process captures the semantic
meaning of the text. The same embedding model is also used to embed user queries for
similarity search. The local, open-source embedding model, Qwen3-Embedding-0.6B
downloaded via Hugging Face was employed.

Graph Database: The vector representations (embeddings) of the chunks, along with their
original text content, are stored in Neo4j, an open-source graph database. Neo4j is used not
only to store the vector embeddings for semantic search (via its Vector Search Index) but also
to store the interconnected process graph structure (DFG) itself and the text chunks that
describe the activity and transitions.

User Query Input: Users interact with the system through a simple chatbot UI, submitting
natural language queries to gain process insights.

Chatbot UI: It serves as the interaction point for users. It handles part name selection, receives
queries, and presents the LLM-generated responses, providing a conversational interface to
the backend system.

Embedded Query: User queries are converted into vector embeddings using the same local,
open-source embedding model that was used for the chunks. This query embedding is then
used for semantic similarity search in the retrieval phase.

Hybrid Retriever: This component is a wrapper that wraps the hybrid Cypher retriever. It
performs a search within Neo4j by combining vector similarity search and full-text keyword
search. This allows it to retrieve not just relevant text, but also contextual information from
the graph.

Semantic Similarity Search: Neo4;j retrieves relevant embedded text chunks using its vector
search index based on semantic similarity to the embedded query. This is part of a broader
hybrid retrieval strategy that also incorporates full-text search and graph search.

Relevant Text Chunks Retrieval: The hybrid Cypher retriever retrieves relevant text chunks.
These retrieved chunks are enriched with structured metadata directly from the process graph
via dynamic Cypher queries. This context-rich information is then passed to the reranker.

Reranker: The reranker is another type of language model that takes the relevant chunks
retrieved by the retriever, along with the user query, and re-evaluates their relevance. This
process is called reranking, it uses a more sophisticated language model, also known as cross
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cross-encoder to assign new scores, ensuring that only the most relevant information is passed
to the LLM. The local, open-source reranker, ms-marco-MiniLM-L6-v2 downloaded via
Hugging Face is used in this study.

(xiv) Large Language Model (LLM): The reranked context-rich information text chunks, along
with the user query, are processed by a local, open-source LLM. The LLM combines this
information along with a predefined system prompt to generate accurate and contextually
relevant responses. The LLM, Qwen3-4B, 4bit quantized downloaded via Ollama is used in
this study.

(xv) Response: The natural language response generated by the LLM is forwarded to the Chatbot
UL

(xvi) User: The Chatbot Ul delivers the LLM's response back to the user, completing the
conversational interaction loop.

Hardware configuration

The system developed in this study was deployed and evaluated on a local machine with the following
specifications: an Intel Core 17-12700H processor, an Nvidia GeForce RTX 3060 Mobile GPU with 6 GB
GDDR6 memory, 40 GB of RAM, and 512 GB of solid-state storage. These specifications are provided to
ensure transparency and aid in the reproducibility of the experimental results. The project code is publicly
available at https://github.com/amosshunfann97/PMChat.

Dataset description

A refined event log, derived from the public production event log (Levy, 2014), was processed for this
study to focus on attributes relevant to manufacturing process mining: case_id, activity, timestamp, and
part_desc. Each part desc relates to one or more case ids, with each case id uniquely assigned to a
part_desc. The dataset consists of 4533 events capturing production processes for various products on a
manufacturing floor, recorded via a job traveler system and covering 42 unique part descriptions. For
testing, only ‘Adjusting Nut’ (simpler) and ‘Plug’ (more complex) were analyzed for comparative purposes.
Both parts were evaluated under identical system settings (retriever top-k = 15 chunks, reranker top-k = 5)
to ensure a fair comparison of chatbot performance across varying process complexities. A sample of the
datasets is presented in Table 1.

Table 1. A snippet of the refined event log dataset

case_id Activity Timestamp part_desc
Case 103 Laser Marking - Machine 7 13-03-12 10:46 Adjusting Nut
Case 103 Flat Grinding - Machine 11 13-03-12 14:04 Adjusting Nut
Case 103 Final Inspection Q.C. 13-03-12 17:57 Adjusting Nut
Case 58 Laser Marking - Machine 7 19-02-12 16:24 Adjusting Nut
Case 58 Packing 20-02-12 1:00 Adjusting Nut
Case 121 Turning and Milling - Machine 4 14-03-12 23:32 Plug

Case 121 Turning and Milling Q.C. 15-03-12 9:38 Plug

Case 121 Laser Marking - Machine 7 16-03-12 11:39 Plug

Case 121 Deburring - Manual 18-03-12 8:17 Plug

Case 121 Flat Grinding - Machine 11 18-03-12 9:52 Plug

Source: https://github.com/amosshunfann97/PM Chat/pmchatbot/Production_Event Log.csv
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Chunking strategy

To effectively leverage LLMs for process mining insights, the raw process data is transformed into
structured, natural language chunks. Following the process discovery and analysis performed by PM4Py,
three distinct types of chunks are utilized, each designed to capture different aspects of the process model.
These chunks serve as the knowledge base for the system. Illustrative examples of each chunk type are
provided in Table 2Table 2, demonstrating how complex process information is transformed into a natural
language format suitable for the GraphRAG pipeline.

Activity-based chunks

These chunks provide detailed descriptions of individual activities within the process. Each activity
chunk includes information about its direct predecessors and successors, its execution count, and whether
it is a start or end activity. Information regarding whether the activity has rework cases is also included. It
also explicitly states if the activity has the highest or lowest execution count among all activities. For
activities with self-loops, the chunk details the self-loop count and its rank among all self-looping activities.

Process-based chunks

These chunks describe an end-to-end process transition. Derived from frequent sequences of activities
in the DFG, each process chunk outlines the sequence of activities in a particular path, its overall frequency,
and performance metrics such as average, minimum, and maximum duration. These chunks also explicitly
identify if a path is the fastest or slowest, has the highest or lowest frequency, and label the slowest paths
as bottlenecks. The chunks also identify a self-loop pattern among the transitions.

Variant-based chunks

These chunks capture the diversity of process executions by describing unique case variants. Each
variant chunk details the specific sequence of activities that constitutes a unique path taken by a process
instance, along with its frequency of cases followed this exact path. It also includes the number of activities
in each variant, its average, minimum, and maximum duration, and identifies any unique activities specific
to that variant. The case_ids associated with each variant are also provided.

Table 2. Example of generated chunks

Chunk type Description

Turning & Milling - Machine 8 is an activity in this workflow. This activity has the highest/most frequency or
execution counts among all activities. This activity was executed 10 times. Total number of activities: 7. Turning
& Milling - Machine 8 is a starting activity that begins the workflow (1 cases start here). Turning & Milling -
Activity- Machine 8 is preceded by: Turning & Milling - Machine 8 (8 times), Turning & Milling Q.C. (1 times). Turning
Based & Milling - Machine 8 is followed by: Turning & Milling - Machine 8 (8 times), Turning & Milling Q.C. (2
times). This activity appears in 1 case. Case IDs linked to this activity: Case 103. This activity has rework cases.
Turning & Milling - Machine 8 has a self-loop, directly followed by itself 8 times (rank 1/4 activities with rework
within itself).

Process 'Round Grinding - Manual — Final Inspection Q.C.' is a transition that occurs 1 time. This transition

Process- takes on average 7 days 8 hrs 59 mins to complete. (min: 7 days 8 hrs 59 mins, max: 7 days 8 hrs 59 mins). This

Based is the slowest/longest/highest transition in terms of execution time. This transition is the bottleneck due to its long
average execution time. This transition has the lowest frequency or execution count out of 13 transitions.

Process variant 'Round Grinding - Manual — Round Grinding - Manual — Round Grinding - Manual — Round
Grinding - Manual — Final Inspection Q.C. — Laser Marking - Machine 7 — Packing' represents an execution
pattern found in 1 case. Total number of variants: 2. This variant consists of 7 activities and takes on average 10

Variant- days 13 hrs 44 mins to complete. (min: 10 days 13 hrs 44 mins, max: 10 days 13 hrs 44 mins). This is the

Based slowest variant. This is the shortest variant. This variant starts with Round Grinding - Manual, ends with

Packing. This variant represents 50.0% among all variants. Case IDs following this variant: Case 58. All
variants have the same number of execution count. This variant includes unique activities not found in other
variants: Round Grinding - Manual.
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Model selection

The selection of appropriate large language models, embedding models, and rerankers is important for
the overall performance, accuracy of the GraphRAG system. Open-source models were chosen to ensure a
fully local and data-secured implementation.

For the LLM, which served as the conversational core, the system is configured to use a local instance
of 4bits quantized Qwen3-4B served through Ollama. Despite its four-billion parameter footprint, Qwen3-
4B demonstrates strong chain-of-thought reasoning capabilities in math and text. This capability allows it
to surpass larger models, such as LLaMa-3.1-8B-Instruct, which has double the size and training
parameters, in specific math and text reasoning tasks (Yang et al, 2025). This makes Qwen3-4B
particularly suitable for process mining applications, as it can reason about concepts such as 'highest' and
'lowest' and perform numerical comparisons. This 'tiny-dense' reasoning model keeps GPU and CPU
memory requirements within a single consumer-grade GPU card in an edge device, allowing for fully local
deployment without external API calls. This model is responsible for generating natural language responses
based on the retrieved context and user queries.

For semantic retrieval, Qwen3-Embedding-0.6B was chosen as the embedding model to embed both
queries and graph chunks. Model exploration revealed that larger Qwen3-Embedding variants (4B and 8B)
did not provide a significant retrieval performance boost, while leading to overloaded GPU memory and
doubling inference latency. Moreover, Qwen3-Embedding-0.6B has demonstrated superior performance
over other sub-1-billion models, such as BGE-M3 and even 7-billion alternatives in the MTEB embedding
benchmark (Enevoldsen et al., 2025; Zhang et al., 2025). Its 600 million parameters effectively reduce
runtime latency and memory usage, thereby offering the best balance between local-device workload and
retrieval quality.

To refine the relevance of retrieved text chunks, the system utilizes the ms-marco-MiniLM-L6-v2
reranker. This language model, also known as a cross-encoder, has just 22 million parameters, adds
negligible latency, yet is able to improve a more precise ranking of relevant chunks before the context
reaches the LLM (Wang et al., 2020).

The careful selection of these models, balancing advanced capabilities with efficient resource
utilization, ensures the GraphRAG system's effectiveness in providing accurate and contextually relevant
process insights on a consumer-grade edge device, offering a robust, fully local, and data-secured
GraphRAG pipeline for process mining applications.

Evaluation

A comprehensive evaluation of the conversational PM chatbot with GraphRAG is presented in this
section, assessing its capability to accurately and effectively answer a range of process-related queries. The
objective of this evaluation is to demonstrate the system’s practical utility in transforming complex event
logs into actionable process insights through the GraphRAG architecture. The evaluation methodology
aligns with the approach outlined in (Berti et al., 2024).

The questions posed to the chatbot were selected from a publicly recognized question bank, which
contains 794 process mining questions. This question bank is publicly available at
https://ic.unicamp.br/~luciana.barbieri/pmquestions.csv and has been utilized in previous expert
evaluations of LLM’s capabilities in process mining (Berti et al., 2024; Barbieri et al., 2025). In this
evaluation, a total of 15 queries were selected from the question bank, systematically categorized based on
the type of process mining artifact they target: activity-based, process-based, and variant-based queries,
reflecting the three chunking strategies implemented in the system. The evaluation criteria, the specific
questions asked, and the chatbot's responses are detailed in the following subsections.
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Evaluation criteria

The performance of the conversational process mining chatbot with GraphRAG in generating responses
was assessed using a three-tiered qualitative scale:

6] Satisfactory (green): The chatbot is 100% accurate, complete, and presents the information
from the “Ground truth” in a clear, concise, and natural language form. It effectively
highlights key insights without errors.

(i)  Partially Satisfactory (yellow): The chatbot’s response carries the core information from the
‘Ground truth’ but has inaccuracies, incomplete results, or struggles with clarity and
conciseness.

(ii1) Unsatisfactory (red): The chatbot’s response is totally inaccurate, incomplete, and irrelevant
to the query, failing to correctly interpret the data from the ‘Ground truth’. It may contain
significant errors, contradictions, or hallucinations.

These evaluation criteria were applied to evaluate the chatbot’s generated results against the
corresponding ‘Ground truth’ for each query presented in the following subsections.

Overall performance summary

A comprehensive overview of the conversational PM chatbot with GraphRAG's performance across
all evaluated queries for both 'Adjusting Nut' and 'Plug' parts is provided in Table 3, presenting the
satisfactory rating and generation time for each. Due to the length of the detailed results, including retrieval
scores, rankings, and the full question and answer text, the complete evaluation data can be accessed via
the GitHub repository provided in the Hardware Configuration section.

Activity-based queries (AQ)

The evaluation of the chatbot's performance on queries related to individual activities within the process
is presented in this subsection.

For the questions “What are the most and least executed activities?”, "How many activities does the
model have?", and "Which activity happens before and after activity X?", the chatbot was able to achieve
a Satisfactory rating for both ‘Adjusting Nut’ and ‘Plug’ parts. This indicates that the system accurately
and completely provided the requested information based on the queries. The ‘Plug’ generally exhibited 2-
4 seconds longer generation time compared to ‘Adjusting Nut’, which can be attributed to the increased
complexity a detail present in its corresponding process model and text chunks.

The high performance on these queries is largely due to the effective retrieval of relevant chunks. The
activity-based chunks are designed to generate natural language descriptions that directly contain phrases
that match the keywords and semantics of the questions. For instance, patterns such as “This activity has
the highest frequency or execution count among all activities” are explicitly stated in the activity-based
chunks, as shown in Table 2. This direct phrasing significantly aids the retriever in identifying and
retrieving the correct chunk, which contributed to the chatbot’s accurate responses.

An example of the chatbot response for “What are the most and least executed activities?” is shown in
Table 4Table 4. The chatbot's ability to accurately identify and present the correct activities and execution
count for both process models is demonstrated in this example. The relevant information from the activity-
based chunks is successfully extracted and formatted by the LLM into a clear and concise natural language
response, including a listed format for enhanced readability, which earned a Satisfactory rating. The
structured data provided as ground truth is directly reflected in the output, which confirms the effectiveness
of the GraphRAG pipeline for this type of query.
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Table 3. Overall chatbot performance summary

Production parts

Adjusting Nut Plug
Questions RERANKER_TOP_K=5 RERANKER_TOP_K=5
RETRIEVER TOP_K=15 RETRIEVER TOP_K=15
. Generation time . Generation
Rating (sec) Rating time (sec)
Activity-based questions (AQ)
What are the most and least executed _ 6 _ 9
activities?
How many activities does the model have? [N 3 I 4
What are the possible start and end I 7 11
activities in my log?
Which activity is the happened before and _ 5 _ 9
after activity X?
Which activities have instances of rework? [N 7 9
Process-based questions (PQ)
What transitions take the highest average _ 9 _ 11
time and its frequency?
What are the main bottlenecks in the _ 12 _ 13
process?
What cases contain self-loops? ] 7 8
Where am I wasting the most time in the _ 7 _ 11
process?
Which are the highest and lowest transitions _ 15 _ 16
on average time and how frequent are they?
Variant-based questions (VQ)
How many variants are there in the I 2 I 5
process?
Which cases followed the shortest path? ] 6 ] 3
What is the longest trace regarding the
number of activities? How many cases ] 6 I 9
follow this trace?
How many distinct activities are there in the _ 10 _ 15
shortest path?
I would like to see statistics comparing _ 15 _ 13
longest and shortest variants.
Table 4. Example chatbot response for “What are the most and least executed activities?”
Question Part Ground truth LLM generated result Gertlieéle;tlon
- Turning & Milling - Machine 8: 10 Most executed activity: Turning & Milling -
Adjusting ~ executions Machine 8 (10 times) 6
Nut - Flat Grinding -Machine 11: 1 Least executed activity: Flat Grinding - secs
What are execution Machine 11 (1 time)
the most - Turning & Milling - Machine 5: 18
and least execurliltio%s & chine o: Most executed activity: Turning & Milling -
exchpedq - Grinding Rework- Machine 12: 1 Machine 5 (18 executions).
activities! Plug executiong ' Least executed activities: Grinding Rework - 9 secs
S . Machine 12 (1 execution), Round Grinding -
- Round Grinding - Machine 23: 1 Machine 23 (1 execution)
execution

For questions such as “What are the possible start and end activities in my log?” and “Which activities
have instances of rework?”, the ‘Adjusting Nut’ part consistently received a Satisfactory rating. However,
the ‘Plug’ part for these same questions received a Partially Satisfactory rating. While the chatbot’s
responses for ‘Plug’ were correct, they were incomplete. This limitation is attributed to the configured
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RERANKER TOP K setting of 5. Since information about each start, end, or rework activity is contained
within its respective activity-based chunk, a query seeking a comprehensive list of such activities requires
the retrieval of multiple relevant chunks. In cases where the total number of relevant activity chunks
exceeded this top_k value, the reranker could only pass a subset of the complete information to the LLM,
leading to a correct but shortened response. This highlights the impact of the top k parameter on the
completeness of responses when the number of relevant entities surpasses the RERANKER_TOP_K limit. The

chatbot response for “what are the possible start and end activities in my log?” is presented in Table 5.

Table 5. Example chatbot response for “What are the possible start and end activities in my log?”

uestion Part Ground truth LLM generated result Generation
g time
. Start activities:
=== Start Activities === . s .
Turning & Milling - Machine 8: 1 ;tzytgnﬁgrges& Milling - Machine 8 (1 case
Adjusting case start l}erf: - Round Grinding - Manual (1 case starts
Round Grinding - Manual: 1 case h 7 secs
Nut ere)
start here
== End Activities == End activities:
Packing: 2 cases end here ) . )
What are - Packing (2 cases end here)
the === Start Activities ===
ptosélbli - Turning & Milling - Machine 5: 4 Start activities:
start an
end cases ;tan here hi 1 - Turning - Machine 5 (1 case starts here)
activities LTrurnmg - Machine 5: 1 case start - Turning & Milling - Machine 5 (4 cases
in my log? ere . . ) start here)
- Turning & Milling - Machine 4: 1 - Turning & Milling - Machine 4 (1 case
Plug case start here starts here) 11 secs

=== End Activities ===

- Packing: 3 cases end here

- Final Inspection Q.C.: 2 cases end
here

- Round Grinding - Machine 3: 1 case
end here

- End activities:
- Packing (3 cases end here)
- Final Inspection Q.C. (2 cases end here)

A Partially Satisfactory response from the 'Plug' part is illustrated in Table 6. The chatbot correctly
identifies several start and end activities and their associated case counts. Specifically, for ‘Plug’ part, the
LLM generated a correct response with accurate activity names and execution counts, but it listed only 5
activities instead of the total number of activities present in the ground truth. The impact of the
RERANKER TOP K setting is directly demonstrated by this, which limits the number of chunks and,
consequently, the amount of information passed to the LLM, resulting in an accurate but incomplete answer.

Process-based queries (PQ)

The chatbot's performance on queries focused on process flow, paths, and bottlenecks is evaluated in
this subsection. For the questions "What transitions take the highest average time and their frequency?",
"What are the main bottlenecks in the process?", "Where am I wasting the most time in the process?", and
"Which are the highest and lowest transitions on average time, and how frequent are they?”, the chatbot
consistently achieved a Satisfactory rating for both ‘Adjusting Nut’ and ‘Plug’ parts. The system's strong
capability in identifying key insights in the process-based chunks related to process performance and critical
paths is demonstrated by this result.

Overall, questions in this category exhibited longer generation times compared to the AQ. This is
attributed to the richer content of process chunks, which includes detailed time durations for each transition,
and the increased reasoning from the LLM to synthesize responses for these types of questions. Consistent
with previous observations, the ‘Plug’ part generally showed a 1-5 second longer generation time than
‘Adjusting Nut’, reflecting the greater complexity of its process model.
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Table 6. Example chatbot response for “Which activities have instances of rework?”

Generation

Question Part Ground truth LLM generated result time

=== Rework Cases Per Activity ===
Turning & Milling - Machine 8: 1
case with rework - Turning & Milling Q.C.

Turning & Milling Q.C.: 1 case with - Final Inspection Q.C

rework S - 7 secs
. . . - Round Grinding - Manual

Final Inspection Q.C.: 1 case with . o .

rework - Turning & Milling - Machine 8

Round Grinding - Manual: 1 case

with rework

Adjusting
Nut

=== Rework Cases Per Activity ===
Lapping - Machine 1: 6 cases with
rework
Turning & Milling - Machine 5: 5
cases with rework

Which Round Grinding - Machine 3: 5 cases

activities with rework

have Final Inspection Q.C.: 3 cases with

instances rework

of o Turning & Milling - Machine 4: 2

) cases with rework - Grinding Rework - Machine 12

Round Grinding - Q.C.: 2 cases with - Round Grinding - Machine 2
rework

Round Grinding - Machine 12: 2
cases with rework
Turning Q.C.: 1 case with rework

Turning & Milling Q.C.: 1 case with
rework

Laser Marking - Machine 7: 1 case
with rework

Round Grinding - Machine 2: 1 case
with rework

Turning - Machine 5: 1 case with
rework

Round Grinding - Manual: 1 case
with rework

Plug - Turning Q.C. 9 secs
- Round Grinding - Manual

- Turning - Machine 5

The chatbot's ability to accurately identify and articulate the primary time-wasting bottleneck in the
process for both 'Adjusting Nut' and 'Plug' parts is demonstrated in Table 7. The relevant process-based
chunks, which explicitly contain information about the slowest transitions and their characteristics, are
successfully extracted by the LLM. For both parts, the LLM’s response provided correct, clear details on
the transition, its duration, frequency, and why it constitutes a bottleneck, which closely aligned with the
ground truth. Crucially, this information is presented by the LLM in complete, natural language sentences,
enhancing readability. A Satisfactory rating is earned by this performance, which highlights the
effectiveness of the GraphRAG pipeline in providing actionable insights into process performance.
Furthermore, the system's capability to semantically interpret user intent is demonstrated by the accurate
identification of “wasting time” with the “slowest transition,” which proves the advantage of having both
a retriever and a reranker to understand the nuances of the query. Moreover, for the question "Which are
the highest and lowest transitions on average time, and how frequent are they?", the chatbot also achieved
a Satisfactory rating for both parts.

The system's capability to handle more challenging comparative queries is illustrated in Table 8.
Information from both ends of the performance spectrum was successfully retrieved, and details for both
the highest and lowest average were accurately identified and extracted. This demonstrates the effectiveness
of the combination of retriever and reranker in providing the LLM with the necessary context to perform
comparative reasoning.
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Table 7. Example chatbot response for “Where am I wasting the most time in the process?”

Question Part Ground truth LLM generated result Gertlie;laetlon
- The slowest transition is **"Round
Grinding - Manual — Final Inspection
Round Grinding - Manual -> Final Q.C."** with an average execution time of
Adjusting  Inspection Q.C. (frequency = 1, **7 days 8 hrs 59 mins**, making it the 7 secs
Nut performance = 637140.00 seconds = primary time-waster.
7 days 8 hrs 59 mins) - This transition has the **lowest
frequency** (1 occurrence) among 13
transitions, indicating it is a bottleneck.
- **Waste in "Round Grinding - Q.C. —
ml:srgnag Round Grinding - Machine 3"**:
the most - **Average execution time**: 27 days 1 hrs
time in the 24 mins (longest in the process).
process? - **Frequency**: 1 (lowest among 43
Round Grinding - Q.C. -> Round transitions).
Grinding - Machine 3 (frequency =1, _ ##Bottleneck**: Longest duration, causin
Plug performance = 2337840.00 seconds = i CAausImE 1 secs

27 days 1 hrs 24 mins

significant time waste despite low
frequency.

- **Key Insight**: The most time wasted is
in "Round Grinding - Q.C. — Round
Grinding - Machine 3" due to its extreme
execution time, even though it occurs
infrequently.

Table 8. Example chatbot response for “Which are the highest and lowest transitions on average time, and how frequent are they?”

Question Part Ground truth LLM generated result Gertlieélaglon
Highest average time:
ﬁzgrelgtggrglgg(-f gsﬁl;aclyiﬁ inal - **Highest average time**: Round
performance = 637140.00 seconds = Grinding - Manual — Final Inspection Q.C.
7 days 8 hrs 59 mins) ’ (7 days 8 hrs 59 mins), frequency: 1.
Adjusting - **Lowest average time**: Final Inspection 15 secs
Nut . Q.C. — Laser Marking - Machine 7 (1 hr 13
Which are L9west average time: mins), frequency: 1.
;geghest E/}gf}l{ilrrllgrfeﬁ;(érﬁ 136(37 E?re%q?lsgcy _1 - ﬁll }lligtetc}il trlansiti(t)ns have 1a3frt§que;rtl_cy of 1,
o En performance  4380.00 seconds 1 which is the lowest among ansitions.
transitions hrs 13 mins)
on ; : .
average Highest average time: - **Highest avejrag'e time**:
time and Round Grinding - Q.C. -> Round - **Round Grinding - Q.C. —~ Round
how Grinding - Machine 3 (frequency = 1, Grinding - Machine 3** (27 days 1 hr 24
frequent performance = 2337840.00 seconds = mins)
are they? 27 days 1 hrs 24 mins) - **Frequency**: 1
Plug - **Lowest average time**: 16 secs

Lowest average time:

Lapping - Machine 1 -> Round
Grinding - Manual (frequency = 1,
performance = 960.00 seconds = 16
mins)

- **Lapping - Machine 1 — Round
Grinding - Manual** (16 mins)

- **Frequency**: 1
All listed transitions have the lowest
frequency (1) out of 43

For the questions " Which transition contain self-loops?" the 'Adjusting Nut' part received a Satisfactory
rating. However, the ‘Plug’ part for these same questions received a Partially Satisfactory rating, as shown
in Table 9.

The only remaining "Partially Satisfactory"” result in this category is for the question "Which transition
contains self-loops?" for the 'Plug' part. This is attributed to the same RERANKER TOP_K limitation
observed in the AQ. Since information about self-loops is contained within individual process-based

https://doi.org/10.24191/jmeche.v14i1.5757

©Shunfann Wu et al., 2025



53

Shunfann Wu et al. / Journal of Mechanical Engineering (2025) Vol. SI 14

chunks, a comprehensive list requires retrieving more of the setting’s relevant chunks. When the number
of such chunks exceeds the top_k limit, the response becomes accurate but incomplete.

Table 9. Example chatbot response for “Which transition contains self-loops?”

Question Part Ground truth LLM generated result Gertlieélaetion
=== Self-loop Transitions (A -> A)
Total number of unique self-loop - **Final Inspection Q.C. — Final
transitions: 4 Inspection Q.C.** (self-loop, 2 times)
Turning & Milling - Machine 8 -> - **Round Grinding - Manual — Round
Adiustin Turning & Milling - Machine 8: 8 Grinding - Manual** (self-loop, 3 times)
Line times - ) - **Turning & Milling - Machine 8§ — 7 secs
Turning & Milling Q.C. -> Turning Turning & Milling - Machine 8** (self-loop,
& Milling Q.C.: 1 time 8 times)
Final Inspection Q.C. -> Final - **Turning & Milling Q.C. — Turning &
Inspection Q.C.: 2 times Milling Q.C.** (self-loop, 1 time)
Round Grinding - Manual -> Round
Grinding - Manual: 3 times
=== Self-loop Transitions (A -> A)
Total number of unique self-loop
transitions: 10
Which Turning & Milling - Machine 4 ->
transition ;lfuming & Milling - Machine 4: 7
contain 1mes L .
self- Round Grinding - Machine 3 ->
loops? Round Grinding - Machine 3: 6 times ~ _ Turning - Machine 5 — Turning - Machine
Turning & Milling - Machine 5 -> 5
;l;rlggslng & Milling - Machine 5: 9 - Round Grinding - Machine 2 — Round
L . Grinding - Machine 2
Round Grinding - Machine 2 -> . hi N .
Plug Round Grinding - Machine 2: 3 times - L-@pping - Machine 1 — Lapping - 8 secs

Round Grinding - Q.C. -> Round
Grinding - Q.C.: 3 times

Lapping - Machine 1 -> Lapping -
Machine 1: 5 times

Machine 1

- Round Grinding - Machine 3 — Round
Grinding - Machine 3

- Round Grinding - Manual — Round

Final Inspection Q.C. -> Final Grinding - Manual

Inspection Q.C.: 5 times

Turning - Machine 5 -> Turning -
Machine 5: 1 time

Round Grinding - Machine 12 ->
Round Grinding - Machine 12: 4
times

Round Grinding - Manual -> Round
Grinding - Manual: 5 times

Variant-based queries (VQO)

The chatbot's performance on queries related to process variants, which represent the different
execution paths within the process, is evaluated in this subsection. For all questions in this category,
including "How many variants are there in the process?", "Which cases followed the shortest path?", "What
is the longest trace regarding the number of activities? How many cases follow this trace?", "How many
distinct activities are there in the shortest path?", and "I would like to see statistics comparing longest and
shortest variants," the chatbot consistently achieved a Satisfactory rating for both the 'Adjusting Nut' and
'Plug' parts. This demonstrates the system's robust capability in understanding and articulating insights
related to the diverse behaviours and patterns within the process.

The chatbot's strong capability in comparing and contrasting process variants based on specific criteria
is presented in Table 10. For both 'Adjusting Nut' and 'Plug', the LLM successfully identifies the longest
and shortest variants. Notably, the LLM interprets "longest" and "shortest" as referring to the total number
of activities within the variant. However, it also extracts and presents relevant statistics such as activity
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count, duration, and associated case IDs from the variant-based chunks, allowing for a comprehensive
comparison. The reasoning power of the LLM and the effectiveness of the GraphRAG pipeline in providing
insightful variant analysis are highlighted by its ability to synthesize this comparative information, even for

complex process models like 'Plug'. This performance earns a Satisfactory rating.

Table 10. Example chatbot response for “I would like to see statistics comparing longest and shortest variants.”

Question Part Ground truth LLM generated result GeI;iCI;Zéthn
. - **Longest variant (activities): **
Shqrtest variant: - **Variant: ** "Turning & Milling -
Variant 2 o Machine 8 — ... — Packing" (19 activities)
Number of activities in path: 7 - **Time: ** 8 days 14 hrs 42 mins (fastest,
Cases: 1 shortest time)
Case IDs: Case 58
Avg duration: 913440.00 seconds (10 - **Shortest variant (activities): **
S days 13 hrs 44 mins) - **Variant: ** "Round Grinding - Manual
Ad]I\L]llettlng — ... =~ Packing" (7 activities) 15 secs
Longest variant: - **Time: ** 10 days 13 hrs 44 mins
Variant 1 (slowest, longest time)
Number of activities in path: 19
Cases: 1 - ¥*Key difference: **
Case IDs: Case 103 - Longest variant has more activities (19 vs.
I would Avg duration: 744120.00 seconds (8 /) but shorter'duration. o
like to see days 14 hrs 42 mins) - Shortest variant has fewer activities but
statistics longer duration.
comparing **Shortest variant**:
longest o ’
and Shortest variant: - Activities: 15
shortest Variant 2 - Duration: 1 month 12 days 1 hr 36 mins
variants. Number of activities in path: 15 - Case ID: Case 24 o
Cases: 1 - Unique activity: Round Grinding -
Case fDS' Case 24 Machine 23
Avg duration: 3634560.00 seconds (1 . .
months 12 days 1 hrs 36 mins) - **Lpr}gest variant**:
Plug - Activities: 26 13 secs

Longest variant:

Variant 5

Number of activities in path: 26
Cases: 1

Case IDs: Case 122

Avg duration: 2030580.00 seconds
(23 days 12 hrs 3 mins)

- Duration: 23 days 12 hrs 3 mins
- Case ID: Case 122

- Unique activities: Round Grinding -
Machine 2, Grinding Rework - Machine 12

- **All variants**: Same execution count.

- **Both variants**: Start with "Turning &
Milling - Machine 5" and end with
"Packing".

Overall, the robust capabilities of the conversational PM chatbot with GraphRAG in providing accurate
and insightful responses across various process mining query categories are demonstrated by the evaluation.
The system consistently achieved Satisfactory ratings for the majority of questions, showcasing its ability
to semantically interpret user intent and translate complex process data into natural language. While some
queries resulted in Partially Satisfactory ratings, these were primarily attributed to the configured top k
retrieval limits. A trade-off between completeness and computational efficiency is highlighted here, and it
is suggested that finding an optimal top k value or enriching the information density within each chunk
could be areas for further improvement. The effectiveness of the GraphRAG pipeline in leveraging both
the semantic power of LLMs and the structural context provided by the graph database for process analysis
is validated by the successful performance across activity-based, process-based, and variant-based queries.
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DISCUSSION

An interpretation of the experimental results is provided in this section, highlighting the key findings, their
implications for process mining, and the contributions of this study. The limitations of the current
implementation are also addressed, and directions for future research are outlined. The robust capability of
the conversational PM chatbot with GraphRAG in transforming complex event logs into actionable process
insights was demonstrated by the evaluation. The system consistently provided accurate and contextually
relevant responses across three query categories, including activity-based, process-based, and variant-based
questions. The effectiveness of the implementation of the GraphRAG pipeline, which successfully
integrates the semantic understanding of LLMs with the structural context provided by the Neo4j graph
database, is emphasized by this performance. The ability of the system to semantically interpret user
queries, such as identifying “wasting time” with “slowest transitions”, is a direct result of the combination
of the retriever and reranker, which effectively identify and rank relevant information before passing to
LLM. Furthermore, the system demonstrated a capacity for comparative reasoning, successfully identifying
and contrasting entities from opposite ends of a performance spectrum, such as the highest and lowest
average time transitions. Its advanced natural language understanding capabilities are further highlighted
by this. Crucially, this entire system was developed employing an Active Structure, a systematic design
methodology that ensures a fully local, secure-focused solution. In the manufacturing industry, protecting
data security is a top priority (Mannhardt et al., 2019; Wong & Kim, 2017), especially with the increased
risk of data leakage as companies embrace Industry 4.0 (Esposito et al., 2016). The choice of going for a
fully local, open-source solution directly addresses concerns about data privacy leaks when using closed-
source LLM service providers, where user queries are sent to external servers for processing (Berti et al.,
2024; He et al., 2018). By integrating open-source components, the system is locally hosted, ensuring a
secure, adaptable, and transparent approach to managing sensitive production data, making it particularly
well-suited for environments where data privacy is the priority.

However, certain limitations were also highlighted by the evaluation. Queries requiring comprehensive
lists of entities, such as queries asking for all start/end activities, rework, or self-loops, sometimes resulted
in Partially Satisfactory responses when the process model became more complex. This was primarily due
the the configured top k both retriever and reranker limits, indicating a trade-off between completeness
and computational efficiency. The performance of the retriever and reranker, while generally strong, can
be constrained by these limits, affecting the completeness of the context provided to the LLM for reasoning
and generating responses. Furthermore, while the system excels at extracting specific insights, requiring
the LLM to regenerate a complete activity sequence for variants could potentially lead to hallucination and
inaccuracies. The integration of GraphRAG has proven to be a practical strategy for handling complex,
domain-specific data like event logs, and is particularly advantageous as traditional vector search methods
are limited by their inability to utilize structural context and relationships between data (Purohit et al.,
2024), a challenge effectively addressed by GraphRAG’s use of a graph database (Peng et al., 2024).

Future work will focus on addressing these limitations. Strategies to dynamically adjust top k
parameters or enrich the information density within each chunk will be explored to improve response
completeness (Su et al., 2024). Further research will also explore alternative strategies for storing process
mining data within the graph database. Investigating different graph schemas or data models could lead to
more efficient and context-aware retrieval, further enhancing the performance of the GraphRAG pipeline.
To enhance the conversational experience, integrating a memory mechanism that allows the chatbot to
recall previous turns in a conversation will be explored. This would enable more natural, multi-turn
dialogues and support more complex analytical workflows (Jessen et al., 2023). Given that the performance
of retrieval is significantly impacted by the chunking strategy (X. Wang et al., 2024), further research into
optimal chunking methods specifically for event logs is warranted to improve retrieval performance.
Additionally, future studies will aim to explore its application to more advanced process mining tasks like
conformance checking or predictive analytics, further enhancing its practical utility and generalizability.
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CONCLUSION

A conversational process mining chatbot with GraphRAG was successfully developed and evaluated in this
study, demonstrating the practical utility of a novel GraphRAG architecture for extracting actionable
insights from event logs. By leveraging open-source models and a locally hosted Neo4j graph database, the
system provides a secure and self-contained solution for manufacturing companies, ensuring data privacy
while delivering accurate and contextually rich process intelligence. The evaluation confirmed the chatbot's
robust performance across various query types, validating the effectiveness of integrating semantic
understanding with structural process knowledge. The significant potential of GraphRAG to democratize
complex process analysis is highlighted by this work, which offers a powerful and accessible tool for
industrial applications.
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