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Abstract 

 

Malaysia, like other countries, was experiencing the effect of the outbreak of the COVID-19 pandemic 

on the economic sector, which led to a hike in unemployment. High unemployment could interfere with 

the economic progress, which may impact Malaysia’s long-term performance. Hence, to maintain 

economic stability in the long run, the issue of unemployment should be addressed strategically. In a 

previous study, the ARIMA and ARFIMA models were used to model and forecast the unemployment 

rate in Malaysia. Since then, the outbreak of the COVID-19 pandemic which saw a sudden spike 

resulting in an abrupt change of trend in the unemployment rate may cause the forecast ability of 

existing models to be not as good.  Thus, this study aimed to model Malaysia’s unemployment rates 

using ARIMA and ARIMA interrupted time series models besides comparing the forecast performance 

between these two models. The monthly data obtained from of the Department of Statistics Malaysia 

consisted of 176 observations of Malaysia’s unemployment rate from January 2010 to August 2024. 

The ARIMA (0,1,1) was found to be the best ARIMA model in its class for forecasting Malaysia’s 

unemployment rate since it has the lowest BIC and AICc values. Further, the ARIMA model also gave 

a better forecast performance compared to the ARIMA with interrupted time series model based on the 

error measures of RMSE, MAE and MAPE values. 
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Introduction 

The unemployment rate is the proportion of individuals who are unemployed to the total number of 

individuals in the labour force. It is a critical indicator of the economy’s status of a country (Case et al., 

2020). Department of Statistics Malaysia (DOSM) stated that in January 2024, unemployment rate 

stayed at 3.3% and the amount of jobless people reduced to 567,300 compared to 567,800 in December 

2023. To accurately estimate monthly data, it is crucial to continuously experiment with different 

forecasting models (Chia & Khalid, 2022). Malaysia, like other countries, was also experiencing the 

impact of the COVID-19 pandemic on the economic sector. The unemployment rate rose to 5% in April 

2020, with 778,800 people left jobless, a 48.8% increase from the previous year. The shutdown of most 

firms during the movement control order (MCO) resulted in job losses, and unemployed people 

struggled to find work, according to chief statistician Mohd Uzir Mahidin (Free Malaysia Today, 2020).   

 

A previous study by Ismail et al. (2022) focused on forecasting the unemployment rate by using 

autoregressive integrated moving average (ARIMA) model and autoregressive fractionally integrated 

moving average (ARFIMA) model. Yet, these models may not be suitable if unexpected occurrences 

happened during that period. The occurrences including policy changes and barriers, like penalties, 

shocks, strikes, and unexpected repercussions are frequently impacting economic time-series as shown 
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from Japan’s Noto Peninsula earthquake tsunami (Yuhi et al., 2024), Iran’s financial sanctions 

(Heydarian et al., 2021) and government’s health guidelines (Schaffer et al., 2021). Besides unexpected 

events as stated, COVID-19 pandemic was also one of the major interrupting events.  

 

An interrupted time series (ITS) analysis regarding the effectiveness of physical distancing policy was 

done in Europe where the study targeted to identify the turning points in 28 European countries due to 

the COVID-19 outbreaks and to assess the relationship between physical distance and the reported drop 

in the national epidemics (Vokó and Pitter, 2020). A study related to the heart failure (HF) 

hospitalizations in Japan during the outbreak of COVID-19 pandemic was carried out by Morishita et 

al. (2021) where the authors applied the ITS analysis to validate the influence of COVID-19 states of 

emergency of HF hospitalizations. Pirkis et al. (2021) studied the trends of suicide before and after the 

outbreak of COVID-19 of 21 countries using ITS analysis.  These are the scenarios of interventions or 

interruptions in time-series (Heydarian et al., 2021). ITS is a model to forecast myriads of sudden 

events. Schaffer et al. (2021) conducted an interrupted time series analysis using ARIMA models as a 

guide for evaluating large-scale health interventions. In a previous study (Ismail et al., 2022), an 

interrupted time series model was recommended to analyze the impact of abrupt occurrences on future 

research involving time series data. An interrupted time series (ITS) is designed to collect the data 

before and after an interruption whether it occurs permanently or temporarily (Hays, 2021). With the 

outbreak of the COVID-19 pandemic and the availability of a new dataset, this study will reconsider 

modelling the unemployment rate using ARIMA models, this time with the updated dataset. 

 

A high unemployment rate interferes with economic progress, which impacts Malaysia’s long-term 

performance. To maintain economic stability in the long run, the issue of unemployment must be 

addressed strategically. This study could contribute to academic research on unemployment and 

interruption analysis. Besides, this study was intended to fill the gap in the previous literature by using 

the updated time series data until 2024 to forecast the unemployment rate. Policymakers, businesses, 

and financial institutions need to be able to predict unemployment patterns to make well-informed 

decisions on workforce planning, labour laws, and economic interventions. Malaysia’s government can 

also strengthen economic resilience, improve social welfare planning, and reduce job losses by 

anticipating future trends in unemployment and taking prompt and necessary actions. 

 

Methods 

Data 

The data were obtained from the Department of Statistics Malaysia (DOSM)’s official website. It was 

based on the monthly unemployment rate in Malaysia from January 2010 to August 2024 and consisted 

of 176 total observations. 

 

Time Series Models 

Autoregressive Integrated Moving Average (ARIMA) model is one of the basic models in forecasting 

time series data. The ARIMA model is usually written as ARIMA (p, d, q), where it consists of three 

components called the Autoregressive (AR), Integrated (I), and Moving Average (MA) (Brockwell and 

Davis, 2002; Lazim, 2013). The differencing in ARIMA is what distinguishes between the ARIMA and 

ARMA models as both models are identical to each other. When the data is not stationary, the d in 

ARIMA (p, d, q) represents the order of differencing to achieve stationarity in the series. Thus, it can 

be written as Equation (1) (Krispin, 2019): 

 

𝑦𝑡 =  ∑ ∅𝑖𝑦𝑡−𝑖

𝑝

𝑖=1

+  ∑ 𝜃𝑗𝜀𝑡−𝑗

𝑞

𝑗=1

+ 𝜀𝑡 

 
(1) 
 

where, 

𝑦𝑡 is the unemployment rate at time 𝑡; 

𝑦𝑡−𝑖 are the unemployment rate at time lags 𝑡 − 𝑖, 𝑖 = 1, 2, … , 𝑝; 

∅𝑖 is the estimated AR coefficient; 

𝜃𝑗 is the estimated moving average parameter, 𝑗 = 1, 2, … , 𝑞;  
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𝜀𝑡 is the error term at time 𝑡 and assumed 𝜀𝑡  ~ 𝑊𝑁(0, 𝜎𝜀
2). 

 

A time series may experience changes that impact its level during the observation period. It shall be 

assumed that such changes or interruptions occur at a known time, T. Thus, a transfer function-like 

interrupted analysis model was introduced in Equation  (2).  

 

𝑌𝑡 =  ∑ 𝜏𝑘𝑋𝑡−𝑘

∞

𝑘=0

+  𝑁𝑡 
 
 (2) 

 

However, the input series {𝑋𝑡} is a deterministic function of t rather than a random series. Equation (2) 

is the mean of 𝑌𝑡. The function {𝑋𝑡} and coefficients {𝜏k} were selected to accurately depict the 

changing level of observations of {𝑌𝑡} using the sequence ∑ 𝜏𝑘𝑋𝑡−𝑘
∞
𝑘=0 . After selecting the function 

{𝑋𝑡} based on data inspection, determining the coefficients {𝜏k} became a regression issue, with errors 

{𝑁𝑡} representing an ARMA process. Interrupted analysis aims to assess the interruption’s impact, 

represented by the term ∑ 𝜏𝑘𝑋𝑡−𝑘
∞
𝑘=0 , where Equation (2) was used for forecasting (Brockwell & Davis, 

2002). 

 

An interruption refers to a particular or continuous event that is expected to impact the time series 

models. It can be said that the impact of COVID-19 on the unemployment rate is classified as a pulse 

function since the time series was interrupted by a sudden and major event. Theoretically, a pulse 

function can be defined as an abrupt alteration that occurs momentarily following an interruption and 

subsequently resumes to baseline levels. 

 

For a series {𝑌𝑡} with E𝑌𝑡 = 0 for t ≤ T and E𝑌𝑡 → 0 as t →∞, a fit input series is as given by Equation 

(3).  

 

𝑋𝑡 =  𝐼𝑡(𝑇) = {
1  if   𝑡 = 𝑇,
0  if  𝑡 ≠ 𝑇.

 (3) 

 

The pulse variable is set to 1 on the interruption period and 0 otherwise (Schaffer et al., 2021). In the 

context of this study, the pulse function of unemployment rate was assigned the value of 0 before the 

sudden spike from April 2020 to March 2022 (where during this duration, the value of 1 was assigned 

to indicate the interruption).  

 

Time Series Modelling Procedure 

A total of 176 observations were partitioned into two parts, identified as the training and testing sets. 

The training set used for modelling consisted of 170 observations from January 2010 to February 2024 

while the testing set used for forecast accuracy check consisted of 6 observations from March to August 

2024. The data for the training set were plotted to identify the pattern and time series components in the 

series. 

 

A Box-Cox transformation (Brockwell & Davis, 2002) is beneficial for adjusting data variability based 

on level. To stabilize variability linearly with level, the value of lambda should be set as zero (= 0) and 

is by Equation (4).  

 

𝑓(𝑦) =  {
log(𝑦) ,  = 0 

𝑦 − 1


,  ≠ 0 

  (4) 

 

A time series is stationary if the mean and variance are independent with respect to time and should not 

have trend or seasonality as they would influence the time series (Hyndman & Anthanasopoulos, 2018). 

The series is not stationary if there is a presence of a unit root. Thus, the Augmented Dickey-Fuller 

(ADF) test is used to conduct the unit root test in the series. Besides, an autocorrelation function (ACF) 
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plot was also used to identify patterns and correlations in the series. A stationary series shows the ACF 

plot decays to zero as lag increases as there is a low correlation between observations over time, whereas 

a non-stationary series shows the ACF decays slowly or exhibits periodic behaviour. The trend could 

be removed by the process of differencing to make the series stationary. 

 

The auto.arima () function in RStudio, based on the Hyndman – Khandakar algorithm (Hyndman & 

Khandakar, 2008), produced an ARIMA model by combining unit root testing, Corrected Akaike 

Information Criterion (AICc) minimization, and maximum likelihood estimation (MLE). 

 

Aside from checking stationarity, the ACF and Partial Autocorrelation Function (PACF) of the residuals 

are observed to check whether the residuals are white noise (Lazim, 2013). The residuals that are sighted 

in the ACF and PACF plots ought to fall within the limits of ±1.96√𝑛 approximately 95% of the time 

to be regarded as a suitable model (Brockwell & Davis, 2002). If the residuals are white noise, there 

would be no existence of significant autocorrelation coefficients. The Ljung-Box test was used to check 

the independence of the residuals. A model is valid for forecasting if it passes the Ljung-Box test (which 

indicates the residuals are independently distributed).  

 

A similar procedure is applied for the ARIMA model with an interrupted time series model. However, 

in this case, pulse function was included when the interruption occurred between April 2020 to March 

2022. When conducting interrupted time series analysis with an ARIMA model, a dummy variable was 

used to account for the interruption (COVID-19). 

 

A forecast accuracy check was conducted to assess the forecasting ability of the time series models. The 

error metrics used in the study were the Root Mean Squared Error (RMSE), Mean Absolute Error 

(MAE), and Mean Absolute Percentage Error (MAPE) as given by Equations (5), (6) and (7) 

respectively. 

 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑥𝑖 − 𝑥𝑖)2

𝑛

𝑖=1

 (5) 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑥𝑖 − 𝑥𝑖|

𝑛

𝑖=1

 (6) 

𝑀𝐴𝑃𝐸 =  
1

𝑛
(∑ |

𝑥𝑖 − 𝑥𝑖

𝑥𝑖

|

𝑛

𝑖=1

) × 100% (7) 

 

 where 𝑥𝑖 = actual values, 𝑥𝑖  = predicted values, 𝑛  = number of predicted values (𝑛 = 6 months) 

 

Results and Discussion 

ARIMA Model 

The time series data used for modelling the unemployment rate in Malaysia is as shown in Figure 1. 

Figure 1 shows a major upward spike in early 2020, then a decreasing trend afterwards. The spike 

(irregular) could be categorized as random shock due to COVID-19. There was no trend detected prior 

to 2020. There was also no seasonality and cyclical from the whole series. 
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Figure 1.  Graph of Unemployment Rate in Malaysia from January 2010 to August 2024 

 

However, the variance rose significantly and then diminished following the spike, which implied the 

variance was not constant. Therefore, the Box-Cox transformation was applied to stabilize the variance. 

The value of lambda was set to zero in the transformation since a log transformation was used. The time 

series plot after the Box-Cox transformation can be seen in Figure 2. 

 

 

Figure 2.  Box-Cox Transformed Unemployment Rate 

 

Figure 3 shows an ACF plot with a trend in which spikes slowly decay as the lag increases, suggesting 

there is a high correlation between observations with respect to time. Based on the ACF plot solely, it 

is suggested that the series is not stationary. To confirm the stationarity, the ADF test was conducted. 

 

 

Figure 3.  ACF Plot of Unemployment Rate Before Differencing 

 

Table 1 proved that the series is not stationary as the p-value is more than the significance level of 0.05. 

Hence, first order differencing was applied to remove the trend. After differencing, ACF plot in Figure 

4 was improved and it is further supported by PACF plot in Figure 5 which indicated the series is now 

stationary. Both figures show no spikes outside the significance bounds and the plots decay rapidly to 
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zero as lag increases. Based on Table 2, the stationarity of the series is proven statistically as the p-value 

from ADF test is less than the significance level of 0.05. Figure 6 displays the time series plot after 

differencing which shows that stationarity is now achieved. 

 
Table 1.  ADF Test of Unemployment Rate Before Differencing 

Dickey-Fuller P-value 

-2.2125 0.4876 

 

 

Figure 4.  ACF Plot of Unemployment Rate After Differencing 

 

 

 

Figure 5.  PACF Plot of Unemployment Rate After Differencing 

 
Table 2.  ADF Test of Unemployment Rate After Differencing 

Dickey-Fuller P-value 

-5.3014 0.01 

 

 

Figure 6.  Plot of Unemployment Rate After Differencing 

 

The best ARIMA model was chosen automatically using auto.arima function in RStudio. The function 

resulted to ARIMA (0,1,1) as the best model since it has the lowest AICc value. Table 3 summarized 

the estimated coefficients of MA, AIC, BIC and AICc values for ARIMA (0,1,1). It can be written as 

Equation (8). 
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Table 3.  The best ARIMA model using auto.arima function 

 MA (1) AIC BIC AICc 

ARIMA (0,1,1) -0.2042 -501.1755 -494.9157 -501.1 

 

𝑌𝑡 =  −0.2042𝜀𝑡−1 +  𝜀𝑡 (8) 

 

Ljung-Box test was conducted to check whether the residuals are white noise and independently 

distributed. Table 4 displays the result of the assumption test for ARIMA (0,1,1). The Ljung-Box test 

shows that the residuals are independently distributed as the p-value is more than significance level 

(0.05). Since ARIMA (0,1,1) passed the Ljung-Box test, the model is valid to be used as a forecasting 

model. 

 
Table 4.  Significance value of Ljung-Box test of ARIMA (0,1,1) 

Model p-value 

ARIMA (0,1,1) 0.4328 

 

Figure 7 shows the residual time series plot for ARIMA (0,1,1). The residual fluctuates randomly at 

zero value with no visible pattern detected. It indicates the model is a good fit. Figure 8 displays the 

ACF plot of the residual for ARIMA (0,1,1). All the spikes are within the significance bounds which 

suggests there is no significant autocorrelation with respect to time and the model has fully captured 

dependencies in the data. 

 

 

Figure 7.  Residual Time Series Plot for ARIMA (0,1,1) 

 

 

Figure 8.  ACF Plot of Residual ARIMA (0,1,1) 

 

Table 5 and Figure 9 show the actual and forecasted values, and the 95% forecast interval using ARIMA 

(0,1,1) model for Malaysia’s unemployment rate. Based on Table 5, the actual unemployment rate from 

March to July 2024 is steady at 3.3% but drop slightly to 3.2% in August 2024. The forecasted values 

remain the same at 3.3002% for each month. The possible reason for the forecast values to remain 

constant at 3.3% (almost similar to be actual values) based on the ARIMA (0,1,1) could be due to the 

ARIMA being a short memory model which could have possibly captured the behaviour of the 
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unemployment rate after the occurrence of COVID-19 pandemic. Figure 9 shows that the forecasted 

values (indicated by orange line) from March to August 2024 are within the forecast boundaries (blue 

and green lines).   

 
Table 5.  Actual and Forecasted Values for Unemployment Rate using ARIMA (0,1,1) 

Months Actual 

Unemployment 

Rate (𝒚𝒕) 

Forecasted 

Values (𝑭𝒕) 

95% Forecast Interval 

Lower 

Boundary 

Upper 

Boundary 

March 2024 3.3 3.3002 2.9671 3.6706 

April 2024 3.3 3.3002 2.8807 3.7808 

May 2024 3.3 3.3002 2.8118  3.8734 

June 2024 3.3 3.3002 2.7533 3.9556 

July 2024 3.3 3.3002 2.7020 4.0307 

August 2024 3.2 3.3002 2.6560 4.1006 

 

 

Figure 9.  Actual, Forecast and 95% Forecast Interval of ARIMA (0,1,1) for Unemployment Rate from March 

2024 to August 2024 

 

ARIMA with Interrupted Time Series  

ARIMA with interrupted time series was applied to the data of the unemployment rate in Malaysia. Due 

to the outbreak of the COVID-19 pandemic, a sudden spike in the time series was observed between 

April 2020 to March 2022 as could be seen in Figure 1. To capture the impact of the sudden interruption, 

pulse function was applied in the best model, ARIMA (0,1,1). A dummy variable with the values of 1 

and 0 were introduced to show the presence and absence of interruption, respectively.  

 

Table 6 presents the estimated coefficients and assumption checking for ARIMA (0,1,1) with interrupted 

model. The estimated coefficient for MA (1) is -0.3840 while the coefficient of external regressor 

(interruption) is 0.2001 which indicates that a unit increase in the outbreak of COVID-19, the 

unemployment rate would increase by 0.2001%. The values of AIC, BIC, and AICc are -528.4346, -

519.0449 and -528.2892, respectively. The Ljung Box test indicates that the residuals are independently 

distributed. 

 
Table 6.  ARIMA (0,1,1) Interruption Model of Unemployment Rate 

 Values 

MA (1) coefficient, 𝜃1 -0.3840 

External Regressor, 𝜏1 0.2001 

AIC -528.4346 

BIC -519.0449 

AICc -528.2892 

p-value of Ljung-Box test 0.2218 
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ARIMA (0,1,1) with interruption can be written as Equation (9): 
 

𝑌𝑡 = (1 − 0.3840𝐵)𝜀𝑡 + 0.2001𝑋𝑡,1 (9) 

 

Figure 10 shows the residual time series plot for ARIMA (0,1,1) with interruption. The residual 

fluctuates randomly at zero value with no visible pattern detected. It indicates the model is a good fit. 

Figure 11 displays the ACF plot of the residual for ARIMA (0,1,1) with interruption. All the spikes are 

within the significance bounds, which suggests there is no significant autocorrelation concerning time 

and the model has fully captured dependencies in the data. 

 

 

Figure 10.  Residual Time Series Plot ARIMA (0,1,1) Interruption 

 

 

Figure 11.  ACF Plot of Residual ARIMA (0,1,1) Interruption 

 

 

Table 7 and Figure 12 show the forecasted values and their forecast interval using ARIMA (0,1,1) with 

interruption. The forecasted values remained at 3.3021% for each month.  These forecasted values are 

the same those forecasted by ARIMA (0,1,1) model given in Table 5.  It is clear that in this study, the 

outbreak of COVID-19 pandemic did not statistical effect the unemployment rate.  Figure 12 shows 

that the forecasted values (indicated by orange line) from March to August 2024 are within the forecast 

boundaries (blue and green lines). 
 

Table 7.  Actual and Forecasted Values for Unemployment Rate using ARIMA (0,1,1) with interruption 

Months Actual 

Unemployment 

Rate (𝒚𝒕) 

Forecasted 

Values (𝑭𝒕) 

95% Forecast Interval 

Lower 

Boundary 

Upper 

Boundary 

March 2024 3.3 3.3021 2.9953 3.6404 

April 2024 3.3 3.3021 2.9448 3.7029 

May 2024 3.3 3.3021 2.9015  3.7581 

June 2024 3.3 3.3021 2.8633 3.8083 

July 2024 3.3 3.3021 2.8287 3.8548 

August 2024 3.2 3.3021 2.7971 3.8984 
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Figure 12.  Actual, Forecast and 95% Forecast Interval of ARIMA (0,1,1) with interruption for Unemployment 

Rate from March 2024 to August 2024 

 

Comparison Between ARIMA and ARIMA Interruption Models 

ARIMA (0,1,1) and ARIMA (0,1,1) with interrupted models were compared based on the RMSE, 

MAE, and MAPE values as shown in Table 8. ARIMA (0,1,1) is a better model and performs better in 

forecasting Malaysia’s unemployment rate as the values of RMSE, MAE and MAPE are lower than 

ARIMA (0,1,1) with intervention. 

 
Table 8.  Out-of-Sample Model Evaluation 

Models RMSE MAE MAPE 

ARIMA (0,1,1) 0.0409 0.0168 0.5261% 

ARIMA (0,1,1) 

Interruption 

0.0418 0.0188 0.5867% 

 

Conclusion 

Malaysia’s unemployment rate was said to have been impacted by COVID-19 pandemic. The sudden 

change in the trend may suggest the application of interrupted time series model to fully capture the 

trend. The study aimed to model the unemployment rate using ARIMA and ARIMA interrupted time 

series for the updated dataset. ARIMA (0,1,1) was found to be the best ARIMA model for forecasting 

Malaysia’s unemployment rate from March 2024 to August 2024 since it has the lowest AICc values. 

The findings revealed that the ARIMA model gave a better forecast performance compared to the 

ARIMA with interruption when comparing the forecast performance between the two time series 

models. Although there was an interruption (the sudden outbreak of the COVID-19 pandemic) in the 

unemployment rate, the ARIMA model was still able to forecast the unemployment with slightly lower 

forecast errors compared to the ARIMA with interruption. It can be concluded that the impact of 

COVID-19 (sudden interruption) may not be significant enough to impact the unemployment trend.  

Hence, the ARIMA model is a suitable forecast model as it can solely capture information in the 

unemployment trend without any external regressors added to the model. The forecasts from ARIMA 

model did not show varying values as it could be due to ARIMA being a short memory model. 

Considering the long memory characteristics in economic data, future studies may apply Long Short-

Term Memory (LSTM) model to capture such patterns in Malaysia’s unemployment rate. Besides 

univariate time series models, multiple time series can be included for future study by considering more 

variables that would affect the unemployment rate. 
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