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ABSTRACT 

 

 

Evolutionary computation (EC) is a method that is ubiquitously used to solve complex 

computation. Examples of EC such as Genetic Algorithm (GA) and PSO (Particle 

Swarm Optimization) are prevalent due to their efficiency and effectiveness. Despite 

these advantages, EC suffers from long execution time due to its parallel nature. 

Therefore, this research explores the prospect of speeding up the EC algorithms 

specifically GA and PSO via MapReduce (MR) parallel processing framework. MR is 

an emerging parallel processing framework that hides the complex parallelization 

processes by employing the functional abstraction of “map and reduce”. The 

performance of the parallelized GA via MR and PSO via MR are evaluated using an 

analogous case study to find out the speedup and efficiency in order to measure the 

scalability of both proposed algorithms. Comparisons between GA via MR and PSO via 

MR are also established in order to find which EC algorithm scales better via MR 

parallel processing framework. From the results and analysis obtained from this 

research, it is established that both GA and PSO can be efficiently parallelized and 

shows good scalability via MR parallel processing framework. The performance 

comparison between GA via MR and PSO via MR also shows that both algorithms are 

comparable in terms of speedup and efficiency. 
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CHAPTER ONE 

RESEARCH BACKGROUND 

 

 

1.1 RESEARCH OVERVIEW 

 

Evolutionary computing (EC) is a field of computer science that adapts the theory 

of Darwinian evolution to optimize computing problems (Eiben & Smith, 2003). The basis 

of EC revolves around the process of natural evolution such as random variation, 

competition, and reproduction (De Jong et al., 1997). The process of EC is widely 

applicable for various types of problems due to the fact that evolution itself is an 

optimization process (De Jong et al., 1997). Two of its most prevalent algorithms, Genetic 

Algorithm (GA) and Particle Swarm Optimization (PSO) have been used ubiquitously to 

optimize problems in numerous fields of study (Eberhart & Shi, 1998; Eiben & Smith, 

2003; Settles & Soule, 2005; Premalatha & Natarajan, 2009). Despite the robustness of EC, 

expensive computing resources are required due to its parallel nature (Rajan & Nguyen, 

2004; Massa et al., 2005; Zhu & Wang, 2010; Farmahini-Farahani et al., 2010). This 

indicates that EC would perform better in parallel where it can be executed simultaneously 

compare to that of a normal serial execution. Therefore, EC has since become a popular 

subject of parallelization using various parallel processing techniques and architectures 

(Cantú-Paz, 1998).  

Parallel processing allows access to more computing resources compare to the 

traditional serial approach of computing. Examples of parallel processing architectures 

include high-end server and mainframe that are very expensive and only applicable to large 

company and corporations. Nevertheless, parallel processing can also be employed in a 

cost-effective manner. This is achieved by combining collection of commodity off-the-

shelf (COTS) computing nodes to emulate a high-end-server or mainframe (Brightwell et 

al., 2000). Parallel processing has gained a huge ground with the emergence of various 

frameworks such as Message Passing Interface (MPI) (Dongarra et al., 1993) and OpenMP 

(Dagum & Menon, 1998). However, the frameworks are known for their complex 

parallelization process specifically in terms of managing and distributing the resources 




