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Abstract - One of the most significant considerations in applying 
neural networks to power system security assessment is t he 
proper se lection of training features. Modern interconnected 
power sys tems often consist of thousa nds of pieces of equipment 
each of which may have an effect on the security of the system. 
Neural networks have shown great promise for their abili ty to 
quickly and accurate ly predict the system security when trained 
with data collected from a load now using Newton Raphson 
technique. A case study is performed on the IEEE 6-bus system 
to illustrate the effectiveness of the proposed techniques. This 
paper presented an application of Artificia l Neura l Network 
(ANN) in steady s tate stabi li ty classifications. A multi layer feed 
forward ANN with Back Propagation Network algorithm is 
proposed in determining the steady state stability classifications. 
The classification is divided into two, which is stable and unstable 
sta te. Extensive testing and training of the proposed ANN based 
apprnach indicates its viability for power system steady state 
stability class ification assessment. 

Index terms - Steady state stahili(I', Artificial Neural Network, Back 
Propagation Algorithm, Power system. 

I. INTRODUCTIO 

Power System Security and Contingency evaluation is one of 
the most important tasks encountered by planning and 
operation engineers of bulk power systems. In power system 
planning. contingency analysis is used to examine the 
performance of a power system and the need for new 
transmission expansion due to load growth or generation 
expansion. In operation. contingency analysis assists engineers 
to operate the power system at a secure operating point where 
equipment are loaded within their sate limits and power is 
delivered to customers with acceptable quality standards. In 
this type of ana lysis the objective is to identity the instability 
in power system if load power change. Identification of these 
contingencies and the determination of corrective actions often 
involve exhaustive load llow calculations [ I ].Contingency 
analys is is an impo11ant aspect of power system security 
assessment. As various probable outages compose a 
contingency sd. some cases in the cont ingency set may lead to 

transm1ss1on line overloads or bus vo ltage limit violations 
during power system operations. Such critical contingencies 
should be quickly identified for further detailed evaluation or 
where possible. corrective measures taken. A set of security 
ana lysis fi.tnctions is usually developed to help the operator 
monitor and control the secur ity of the power system. These 
functions involve assess ing the security level of the variables 
obtained rrom outage studies and control to raise the security 
level of the system. Static security is defined as the ability of 
the system to reach a state within the specified secure domain 
following a contingency impact on the S)Stem operation. The 
main issues in security assessment are the fast identification of 
the set of critical contingencies and their eva luation related to 
the severity level and to predict ti.1ture vulnerabi liti es [I]. 

Artificia l neural network (ANN) methods are etlicient 
comput ing models with the ability to so lve nonlinear pattern 
matching problems. They can capture the inherent non­
linearity in the input patterns and use them for classification. 
Therefore. ANN based-method for contingency screening is a 
good alternative. The paper presents the design ofan ANN for 
fast line-flow and power contingency screening. A multi -l ayer 
perceptron network with back propagation learning technique 
is used for line llow and power contingency screening. The 
proposed method was tested on the standard I EEF. 6-bus 
system. 

II. NEURAL NETWORK DESIGN 

The neural network used in this work is the Iced fornard 
structure. It consists of three layers. one for the input. one 
hidden and one for the output. The size of the input layer was 
determined by the size of the input pattern. The information to 
the neurons is passed to the hidden layer in a weighted form. 
The neurons in the hidden layer process this in format ion with 
a nonlinear timction. The hidden neurons pass the information 
to the output neurons. which are linear current nodes. The data 
of each study was normali zed before training the neural 
network. /\fler the data normali zation. it was divided into two 
groups. one used for training and the other for testing. For 
proper neural network performance. test data and training data 



must be ditlerent although belonging to the same source. 
During the tra ining. the neural network was close ly monitored 
to prevent network over-training. or saturation. The presence 
or any o r these problems would have resulted in unreliable 
results. When a neural network memori zes the training data. it 
reproduces acceptable results for patterns that have used 
during the training. but unacceptable results with high errors 
when tested on unseen patterns [2). There are diflerent 
techniques to ensure that a neural network has learned and not 
memorized. They are all based on the fact that a properly 
tra ined neural network should respond with equal error 
measures to both training and testing patterns [I]. 

.4 . M ULTI-LAYERED PERCEPTRON 

The multi-layered perceptron (MLP) [3] has been chosen 
because o f its exce llent tra ining convergence characteristics. 
particularly on such a huge dimensionality. Another feature 
that makes the MLP more idea l fo r this type o f problems is its 
ability to recognize unknown patterns without retra ining the 
neura l net work. MLPs are trained by the popular supervised 
learning algorithm known as the error back-propagation 
algorithm [4] . 

B. BACK PROPAGA TION NETWORK 
ARCHITECTURE 

Backpropagation is an algorithm used to teach feed forward. It 
works by prov iding a set o f input data and idea l output data to 
the network. calculating the actual outputs and 
backpropagating the ca lculated error (the diflerence between 
the idea l and actual outputs) using gradient descent. This is 
use ful for learning spec ific patterns o f input and output data in 
order to be able to reproduce them aft erwards even from 
slightly different input data [5] . Neural networks are able to 
learn any function that applies to input data by doing a 
genera li zation o f the patterns they are tra ined with. The 
network consists o f three layers: 
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Figure I : BPN Basic A rchilecture 

During the trammg. several sets of input are taken and the 
corresponding output vector s is considered. Each layer has a 
we ight matrix W . a bias vector b. and an output vector a. Then 
training phase is used to obtain the accurate weight and bias 
between the input. hidden and output layer before apply to the 
new input. 

The simplest implementation o f backpropagation learning 
updates the network weights and biases in the direction in 
which the performance function decreases most rapidly - the 
negati ve of the gradient [6]. One iteration o f this algorithm can 
be written: 

Xk = Vector of current weights and biases 
gk = Current gradient 
ak = Learning rate 

(6) 

The training process modifies the weights associated with the 
various interconnections and finds the optimal weights so that 
the training error E converges to a predetermined va lue which 
insures the actual error with in desired accuracy. The network 
is presented with the tra in ing patterns and the network is 
tra ined when the erro r E is minimized [7. 8] . The error E is 
defined as: 

E = f L[tn - On]2 

E = Error 
tn = Des ired output from neuron 
On = Output from neuron 

The steps of the training algorithm for multilayer: 

(8) 

I . Initialize the neura l network parameters. weight and 
biases using initiali zing routines and at the same time 
define the structure of the network . 

2. Define the parameters assoc iated with the algorithm 
like error goal. max imum number of iterations (epochs) 
etc. 

3. Train until obtain the correctly output. 

Ill. M ETHODOLOGY 

Figure 2 shows the step or the neura l network from the 
generating data until to check the method o f Newton Raphson 
and N eural Network have similar result or not. In this step the 
hard part is training and testing which need per fo rm properly 
and need more patients to obtain the accurate result des ired. 
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Figure 2: Flow chan for neural network operation. 

A. GENERATION OF TRAINING DATA 

Once the se lection of the input and output parameters is done. 
the next step is to prepare the training data set. Many system 
variables change during opera! ion of a power system and these 
variables include: 

• Total generation. 

• Capacitor/reactor at different locations. 

• Transformer taps. 

• Phase shifter angles. 

• Topology of the power system 

• Total load. 

Ideally. variat ions of all of the above parameters should be 
considered for generat ing the training data. However. fo r the 
sake of s implic ity and to keep the training data set to a 
minimum length. on ly the total load of the system was a ltered 
during the generat ion of the training data. For MW and 
MV AR contingency test. six hundreds input data scenarios 
were generated. To generate large data and to cover entire 
power system operating conditions in practical load has been 
varied with randomly [I]. 

The input vector for the BPN is the real and reactive 
powerloads at numerous of power systems. Thus 

N = is the number of buses 

Several sets of loads were created by the following: 

a) Varying only the real power loads at a single load bus of 
the power system. 

b) Varying on ly the reactive power loads at a sing le load bus 
of the power system. 

c) Varying both the real and reactive power loads 
simu ltaneous ly at a sing le load bus of the power system. 

Then all the input data are inserted to the feedforward 
backpropagation to be trained [9]. 

B. NORMA LIZA TIO/\ ' 

Normalization of the data is an important aspect for training or 
the neural network. Without normalization. there is a risk of 
the simu lated neurons reaching saturated conditions. If the 
neurons get saturated. then the changes in the input va lue wi ll 
produce a very small change or no change in the output va lue. 
This affects the learning a great extent. One popular method of 
normalization is to normalize the mean and standard deviation 
of the training set and principal component ana lysis to reduce 
the dimension of the input vectors. In this proposed method. 
all training parameters are normalized by this method [ I. 6]. 

C TRAINING 

In the training phase. the network will find the best weight and 
bias value before implement to the new input. During training. 
the weights and biases of the network are iteratively adj usted 
to minimize the network performance tunction. The default 
performance function for feedforward networks is mean 
square error (MSE) which is the average squared error 
between the network outputs (a ) and thL target outputs 
(/).During the training. output result shou ld be equa l with the 
target to produce the accurate network. If the network 



achieves the per fo rmance target. it can be used to test the new 
input. This is how the network's per formance is assessed. 
Testing phase can assess network performance based so lely on 
the success o f the network in learning an iso lated tra ining set. 
Tests must be done to confirm that the network is also capable 
of class i fy ing samples outside or the tra ining set [ I OJ. 

The steps for tra in the backpro pagation depicted at Figure 3. 

Load the data 
( Input and target) 

Creatine. a network 

Initializing weights (init ) 

Set tra inin e. parameter 

Simulation 

Train 

Figure 3: Steps for training the backpropagati on 

D. TESTING 

During the testing phase. the focus is to monitor the value o f 
regress ion and erro r network. The regress ion should be equal 
to one and low the error i f the network properly training. 
Testing technique is applied to improve ANN generali zation 
by preventing the training from overfitting the problem. In the 
context of neura l networks. overfilling is also known as 
ovcrt ra in ing where ti.trther tra ining w ill not result in better 
generaliza tion. The error o f the va lidation set is periodicall y 
monitored during the tra ining process [ I I J. The tra ining error 
usually decreases as the number or iterations grows. and so 
does the testing erro r initially. When the overt ra ining starts to 
occur. the testing error typ ically tends to increase. Therefore. 
it would be useful and time sa ving to stop the training after the 
va lidation error has increased for some specified number or 
iterations [ I I. 12]. 

The regress ion test was conducted in order to determine the 
accuracy o f the predicted power stability condition alter the 
testing process. Regression test is a process o f measuring how 
we ll the trend in the predicted va lues fo llow ing the pro tile o r 
the past actual va lue. Therefore. it is a measure or how well 
the predicted va lues from a forecasted model "' fit .. w ith the 
rea l-life data (1 3. 14). The regress ion test will produce a va lue 
ca lled regress ion va lue or also known as the co rrelation 

coefficient. R. The correlation coenicient is a number between 
0 and I. I f there is no relationship between the pred icted 
va lues and the actual va lues. the co rrelation coe t1icient is O or 
very low. On the other hand. the co rrelation coe fficient value 
approaches 1.0 as the strength of the relationship between the 
predicted values and actual values increases. A pertect fi t 
would give a correlation coeffic ient of 1.0. Thus. higher the 
co rrelation coe fficient indicates better prediction [ 14]. 

IV. RESULT AN D DI SCUSSION 

The output vector refers to whether the power system would 
be stable or unstable for the given load. In order to find out 
whether the power system would be stable or unstable. the 
power flow equation are so lved considering the loads at 
various buses as specified by the input vector X(k). If the 
so lution of the power flow equations ex ists implying that the 
power system is stable or converged. the output vector will be 
defined as: 

O(k) = [OJ 

Then if the power flows equations do not have a so lution 
(di verged) considering the loads denoted by the input vector 
X(k). the unstable output wi ll be defined as: 

O(k) = (I] 

Several input and output pairs are generated by the method 
explained and are stored. Power flow equal ions are sol ved for 
considering each of the generated loads configurations. 

In order to test the ability and effecti veness o r the proposed 
ANN in predicting vo ltage instabilit y in a power system. the 
standard IEEE 6 bus system is used. The available simulation 
data were separated into 2 categories. training data and testing 
data. 400 data were used fo r the training process. while 200 
data were utilized fo r the testing process. 

The training process was carried out many times unt ii it meets 
a stopping criterion. It was fo llowed by the testing process 
using the so lutions obtained from tra ining programmed. 

In this class ificat ion method. training process is considered 
success ful when the M SE reaches the va lue I e-05 . On the 
other hand. the tra ining process fails to converge when it 
reaches the max imum training time before reaching the 
des ired MSE. The training time o f the algorithm is defined as 
the number of epochs required to meet the stopping crit erion. 



TABLE I : COMPARISON OF BACKPROPAGATION ALGOR ITHM 

Method Error MSE Epoch R 

LM 0.00674 9.4 l xl0-6 26 0.9983 

BFG 0.00674 6.4 Ix 10-6 72 0.9771 

BR 0.0028 2.77xl0-6 166 0.9347 

From the Table I. the results obtained for error and mean 
sq uare error with using different backpropagation training 
algorithm have only bit different. In the case of 6-I EEE bus. 
the architecture or backpropagation has the same number of 
hidden layer. number of neurons in the hidden I aver has tested 
with different algorithm of backpropagation. It is shown that 
the Levenberg Marquadt (LM). BFGS Quasi-Newton 
a lgorithm (BFG) and Bayes ian Regulari zation (BR) are 
between the methods being able to assess the state of security 
power system. The Levernberg Marquadt algorithm has shown 
the better result compare the other algorithms because it has a 
lowest epoch for training and quite lower for the error and 
mean sq uare error. Meanwhile the Bayes ian rule has an 
excellent result in error and mean square error but it lack of 
the epoch performance because their epoch too high compare 
with leverberg marquadt. Conversely. error and mean square 
error for the BFGS Quasi-Newton algorithm present the result 
almost similar with Levenberg Marquadt algorithm (LM) 
except for their epoch has higher before meeting the stopping 
criterion. In the dimens ion of regrecsion. it clearly shows the 
Lavenberg Marquadt also has a highest value or regression. 
This means Levenberq Marquadt is better to avoid the 
overfilling phenomenon. 

TA BLE 2: RESU LT OF OUTPUT WITH VARYING REAL POWER (Pl 

P(Watt) T(NR) 01.M O,m.- 01/R 

P, = 170 

P4 = 80 0 4.54e- 17 7.05e-8 7.81 e-7 

P5 = 60 

P6= 130 

TABLE 3: RESULTOFOUTPUTWITH VARYING REACTIVE 
POWER(Q) 

Q(VAR) T(NR) OL~I OoFG OuR 

Q3 = 65 0 4.57e-17 7.05e-8 4.52e- 10 

Q4 = 88 

Q,= 30 

Q6 = 44 0 4.57e-17 7.05e-8 5.69e-8 

TABLE 4: RESULT OF OUTPUT WITH VARI ED REA L AND 
REACTIV E POWER (P & Q) 

P(Watt)/Q(V AR) T(NR) 

P3 = 120 

Q, = 43 

P4 = 120 

Q4 = 30 

PS = 40 

Q,= 20 

P6 = 80 

Q6= 10 
0 4e- I 7 7e-8 le-8 

Table 2 and 3 shows the resu lt of class ification of power 
system stability when rea l power and reactive power at single 
load bus was varied randomly. The neural network using multi 
layer perceptron will indicate O for converge and I as diverge. 
Then. the results were compared with ana lysis from Newton 
Raphson method using load flow which target was obta ined 
from this method. In this result. whe n new inputs apply to the 
neural network it produces accurate ly one when it diverges 
and approximately equal to zero when it converges. The entire 
training algorithm gives the rig ht output and the best 
performance algorithm is Levenberg Marquadt. The 
Levenberg Marquat algorithm yie lds the o utput result very 
close with target when the power system is converge 
compared to the other algorithms. Meanwhile. from the Table 
4.it is observed when the both or real power and reactive 
power change simu ltaneously. the entire a lgorithm a lso 
produce the output accurately with the target.The Levenberg 
Marquadt again present the result closely with target obtain 
from Newton Raphso n method. 

V. CONCLUSION 

This paper has proposed a neural network technique for 
predicting the power stability condition or a power system. 
The developed system was tested using the IEEE 6 bus 
reliability test system and the results shows there is a good 



concurrence between the des ired output and the predicted 
output. In this study. the proposed technique has able to 
predict the power stability condition of a power system and 
therefore could be a valuable tool for fast real-time steady 
state stability assessment. ANN can respond very fast 
compared to the traditional analytical methods. which means 
that it is more suitable for online application. Though the 
chosen neural network architecture seems to work well in this 
paper. this not means it is optimal. Indeed. the process of 
choosing the number or hidden layers. the number of neurons 
for each layer. how to deal with overfitting during the training 
procedure. remains too subjective to determine. 

VI. FUTURE DEVELOPMENT 

For the future . this study could be extended with using a large 
power system and with more varies input data such as total 
generation. phase shift angles and transformer taps. 
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