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 The KMV-Merton model provides conceptual determinants for 
predicting firms' default risk, but its accuracy was tested long ago, and 
it contains insufficient statistics for default prediction. Therefore, 
previous literature adapted the KMV-Merton model into a statistical 
model involving financial ratios to improve its predictive capabilities. 
Discriminant Analysis (DA) is a widely used statistical model for 
predicting financial distress. The objectives of this study are to identify 
financial ratios significant to KMV-Merton's default probabilities using 
DA, to predict default and non-default firms using the DA model 
obtained, and to compare the performance of the KMV-Merton and DA 
models in predicting default risk. The study uses 11 years of data from 
Malaysian publicly listed firms, applying the KMV-Merton model and 
stepwise DA in SPSS. DA identifies the significance of selected 
financial ratios to firm default, with KMV-Merton's default probabilities 
as the dependent variable, forming a discrimination function to predict 
default and non-default firms. Credit ratings and Type 1 and Type II 
errors are used to compare model performance. The DA using SPSS 
reveals a discriminant function with net profit margin and return on 
assets significantly related to KMV-Merton's default probabilities. The 
DA model is more biased in predicting non-default firms due to the 
need for more information on default firms, yet it slightly outperforms 
the KMV-Merton model. This study offers guidance on adapting KMV-
Merton's default probability estimates with financial ratios in the DA 
model and highlights the significant financial ratios related to KMV-
Merton's default probabilities. 
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1. Introduction 

Default risk prediction is crucial as it helps to identify the financial condition of the firms [1] 
plus it assists the investors in acknowledging the firm's performance. Over the last decade, a variety 
of mathematical modelling methods have been initiated to estimate firms' default risk. Many 
categories of models can be separated based on the approach they take. The most well-known 
structural model of default risk, named KMV-Merton model, has been commonly used to forecast a 
firm's default. The KMV-Merton model has been used since the early period of credit risk modelling. 

The KMV-Merton model is a revision of the Merton model that varies in certain aspects. It 
provides an assessment of the likelihood of firms to default based on the ability of the firm equity 
holders to pay off their debts. Recent studies on the application of the KMV-Merton model include 
studies on the impact of COVID-19 on default risk [2], the default risk of internet finance companies 
[3], and the firm’s volatility estimation [4]. Other recent studies, such as [5] focused on improving the 
accuracy of the model. Besides the ability of the model to predict default in advance, there were 
discussions on the data implementation of the model in capturing enough data on default. This led 
to many modifications of the KMV-Merton model. It is said that the probability of default from the 
KMV-Merton model can only be calculated using some comparability analysis based on accounting 
data [6]. Others said that the KMV-Merton model is not a sufficient statistic for the probability of 
default [7].  

Therefore, in the previous literature, the KMV-Merton model was adapted into a statistical 
model to form a model to predict the likelihood of firms defaulting. Most studies concluded that the 
combination of the KMV-Merton model with the statistical models gives better default prediction (see 
[8]–[13]). From this combination also, the factors that contribute to a certain event were analyzed. 
For example, one said that the default probability from the KMV-Merton model contributes to the 
firm’s sector analysis [14], and tax arrears predict corporate bank loan defaults [15]. Among the 
studies, one of the statistical models used is the Discriminant Analysis (DA).  

The DA is a statistical technique used to evaluate the differences between each observation. 
It is the most direct form of a linear combination of utilised variables developed in 1936 by Fisher and 
can be viewed as predictive [10]. [16] is the pioneer of the univariate approach of DA in bankruptcy 
prediction. Then, [17] expanded it to a multivariate context and developed the Z-Score model. A 
variety of research comes from these, making the DA one of the widely used methods in predicting 
the financial distress of firms [18], [19]. The direct techniques and stepwise approaches are the two 
most often utilised strategies for developing discriminant models ([20]). 

In applying the statistical models, the authors [8]–[10], [12], [13] utilised the same 
independent variables encompass financial ratios to predict the probability of default of companies. 
Financial ratios are vital components in analysing the financial distress of firms [21]–[23]. A study 
found that financial ratios except for cash flow ratios have a significant impact on the firm’s probability 
of default [24]. Meanwhile, [25] found that return on assets, current ratio, debt to total assets ratio, 
sales to working capital ratio and cash flow to total assets ratio are statistically significant in predicting 
default. Apart from that, Debt Ratio, Total Assets Turnover, and Net Profit Margin are also found 
significant to financial distress [26].  

Nonetheless, the authors [8]–[10], [12], [13] used different approaches to define the 
dependent variables. Some used the information from financial statements [8], company rating [9], 
loan payment [10], the hybrid KMV-Merton and logistic score model [12] and a list of 
insolvent/distressed companies [13]. This study used a similar approach as [12], where the KMV-
Merton default probabilities are used to define the dependent variables. Since we are using the DA, 
we are not converting the KMV-Merton default probabilities into a logistic score as [12] did.  

Accordingly, this paper adapts the KMV-Merton default probabilities to be the dependent 
variable and selected financial ratios as the independent variables of the DA model to predict the 
default/non-default of Malaysian publicly listed companies. This study contributes to the obtaining of 
the discriminant function that can significantly differentiate between default and non-default of the 
firms.  In addition, the probability of default of the selected firms is estimated quarterly using the 
KMV-Merton model, instead of yearly as mostly done in the previous literature [3], [27], [28]. Lastly, 
the performance of the discriminant function obtained is evaluated in our study based on Type 1 and 
Type II errors.  

The rest of the paper is organized as follows. In Section 2, the data and the methodology 
used in this study to predict default and non-default firms are explained. Then in Section 3, the results 
are presented and discussed accordingly. Lastly, Section 4 concludes. 
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2. Data and Methodology 
This section explains the data, mathematical model and methods used to achieve the goal 

of this study. This includes an explanation of how default prediction is done using the KMV-Merton 
model and discriminant analysis. 

 
2.1 Data Description 

This study utilised 11-year financial data from six publicly listed Malaysian firms. Half of the 
firms were rated consistently from AAA to AA- and the other half were rated inconsistently from AA- 
to D. The data obtained is in the form of quarter data from 2009 to 2019. We used about 70% of the 
data from 2009 to 2016 as data training to obtain a discriminant function. The discriminant function 
obtained is then used to predict the default and non-default firms quarterly from 2017 to 2019, using 
the rest 30% of the data. 

The data collected for the default probabilities estimation are market capitalisation obtained 
from the DataStream, and short-term borrowing and long-term borrowing obtained from the quarterly 
report of the firms.  

The second type of data is for calculating the financial ratios of firms. The data collected for 
calculating the financial ratios of firms involving current assets, current liabilities, inventory, total 
liabilities, total assets, shareholders' equity, operating profit, interest expense, account receivables, 
net sales, and net profit. These quarterly data are obtained from the quarterly reports of the firms.  

 
2.2 Discriminant Analysis 

Discriminant analysis (DA) derives a linear combination of independent variables that 
discriminates between default and non-default firms from an equation that takes the following form 
[17]: 

 
𝑍 = 𝑎0 + 𝑎1𝑋1 + 𝑎2𝑋2 + ⋯ + 𝑎𝑁𝑋𝑁                                                         (1) 

 
where:  
Z is discriminant score, 
𝑎0 is coefficient (discriminant) weight, 

𝑎1, 𝑎2, . . . , 𝑎𝑁 are discriminant coefficients, 

𝑋1, 𝑋2, . . . , 𝑋𝑁 are discriminant variables. 
 

Based on [8], there are two methods widely used for the derivation of the discriminant model, 
which are the direct and stepwise methods. The difference between the two methods is based on 
model construction. The direct method is based on model construction, which means that the model 
is defined in advance and then used in DA. Meanwhile, the stepwise method is a method where a 
subset of variables is chosen. Five statistical methods can be chosen to undergo stepwise methods: 
Wilks' lambda [29], Unexplained Variance [30], Mahalanobis distance [31] and Smallest F ratio [32] 
[33].   

Wilks' lambda test can determine whether a link exists between the dependent variable and 
the explanatory variables [10]. It also tests the importance of the discriminant function by measuring 
differences between groups [34]. Wilks' lambda test values are always between 0 and 1. A value of 
1 indicates that the median is equal, and the most discriminating variable has a lambda value and 
significance level close to 0. A low lambda value indicates minimal intra-group Variance and, thus, 
substantial intergroup variation, resulting in a significant difference in class mean.   

The value of standardised discriminant function coefficients interprets the discriminant 
function. It is vital to examine the relative importance of the variables by analysing the absolute 
magnitude of the coefficient. The higher the standardised coefficient value, the more significant the 
contribution of the respective variable to the discrimination between groups [35]. This can be 
interpreted from the results of the standardised canonical discriminant function coefficients. Both 
studies from [10] and [11] show that the variable that gives the highest discriminant function 
coefficient is the most crucial variable to its discriminant function.   

 However, the results of interpretation of the coefficient value did not tell the values of the 
discriminant function that discriminant between the groups. This is where the group means are 
important. Group means are called centroids. The different values of the group centroids visualise 
how the function can discriminate between groups. This is presented by a study from [10] that shows 
the positive values of the group centroids determine that the firm is healthy, while negative values of 
the group centroids show that the firm is failing. The value of group centroids depends on the means 
of each group. Therefore, different studies obtained different values of group centroids.  
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 In summary, this study focuses on obtaining the discriminant function as in Equation (1) for 
default risk prediction. This study used Wilks' lambda which is a stepwise step to the DA 
done. Meanwhile, the default probability estimated from the KMV-Merton model is used to determine 
the Z-Score of Equation (1). 
  
2.3 KMV-Merton's Default Probabilities 

The probability of default (PD) is defined as the probability that the market value of an asset 
falls below the face value of debt at time t. [36] believed that the dynamic of market value (𝑑𝑉𝐴) of 
the underlying properties of the firm follows the Geometric Brownian Motion as follows: 
 

 𝑑𝐴 = 𝜇𝑉𝐴𝑑𝑡 + 𝜎𝑉𝐴𝑑𝑊                                             (2) 

where 𝑉𝐴 is the market value of the firm's asset, 𝜇 is the drift rate, 𝜎 is the volatility, and dW is the 
Wiener Process. Since the natural log of future asset values is distributed normally, the PD is 
estimated using the standard normal distribution function of inverse d as follows [8]: 

PD = 𝑁𝑂𝑅𝑀𝑆(−𝑑)                                   (3) 

for d being as distance to default, d that is computed by the following equation: 

 𝑑 = [𝑙𝑛(𝑉𝐴,𝑡) − 𝑙𝑛(𝐵𝑡) + (𝜇 − 0.5𝜎2)𝑇] 𝜎√𝑇⁄                            (4) 

where: 
𝐵𝑡 is the book value of a firm's liabilities at any time t defined as the summation of short-term and 
half of long-term borrowings. Here, the values of borrowings are the same each day unless there are 
changes in the quarterly report, 

𝑉𝐴,𝑡 is the daily market value of an asset at any time t defined based on basic accounting definition, 

firm's market capitalisation plus its book value of liabilities, 

 𝜇 is the expected firm's asset return calculated by finding the mean of the daily log return of the 
market value of the asset for each quarter,  

𝜎 is the asset volatility that calculated using the standard deviation of the daily log return of the market 
value of the asset. Then, the standard deviation is multiplied by the square root of the number of 

trading days, √63, to obtain quarterly volatility. The 63 days referred to the number of trading days 
in each quarter [37],  

T is time denoted as one quarter. 
 
2.4 Setting Up the Dependent and Independent Variables of the Discriminant Function 

 The dependent variable denoted by the Z-score given in Equation (1) is determined based 
on the PD estimated from the KMV-Merton model. Equations (3) and (4) are used to estimate the 
PD of the selected firms and are next categorised according to Table 1. 

 
Table 1.  Discriminant Score Z 

 

Firm's category PD  Z-score 

Non-default 0-0.49 0 

Default 0.50-1.00 1 

 
Meanwhile, the independent variables known by the discriminant variables (𝑋1, 𝑋2, 𝑋3,. . . , 𝑋𝑁) 

are represented by the financial ratios shown in Table 2.  
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Table 2. List of financial ratios and formulas [38] 
 

Variables Financial Ratios Formula 

 Current ratio Current assets / Current liabilities 

 Acid test ratio (Total current assets-inventory-prepayments) / Current 
liabilities 

 Debt ratio Total liabilities (total non-current liabilities and current 
liabilities / Total assets (total non-current assets and 

current assets) 

 Debt to equity ratio Total liabilities / Shareholders' equity 

 Time interest earned 
ratio 

Operating profit / Interest expense 

 Total assets turnover Net sales / Total assets (non-current assets and current 
assets) 

 Account receivables 
turnover ratio 

Trade receivables x 63 / Total net sales 

 Net profit margin ratio Net profit / Total net sales or revenue 

 Return on assets ratio Net profit / Total assets 

 Return on capital 
employed ratio 

Operating profit / Capital employed 

 
These are three criteria considered in the selection of ratios [9]: 
i. The financial ratios have been identified theoretically as indicators for determining default, 
ii. previously used in empirical work to predict insolvency, 
iii. and can be computed and determined conveniently from the researcher's database. 

 
2.5 Predicting the Firm's Default Risk 

SPSS Discriminant Analysis was employed to run 70% of the data, that is set up as explained 
in sub-section 2.4 to obtain a discriminant function as in Equation (1). The method used in this study 
is Wilks' lambda. It is a variable selection method in the stepwise discriminant analysis that chooses 
variables for the discriminant function. The KMV-Merton model and the discriminant function 
obtained from running the SPSS discriminant analysis are used to predict the default and non-default 
firms using the rest of 30% of the data.  

The prediction was done before and after the adaptation of the KMV-Merton model into the 
DA. Therefore, by using Equations (3) and (4), the PD of the firms is estimated and categorised as 
default or non-default according to Table 1. This represents the prediction before the adaptation was 
made. The next prediction is after the KMV-Merton model was adapted into the DA model, where 
the discrimination function Z-Score is obtained as in Equation (1). Here, the discriminant function 
consists of only significant independent variables. The Z-Score of the firms was calculated and 
classified into default and non-default groups according to one of the outputs from the SPSS 
discriminants analysis, which is called functions at the group centroids. Group centroids indicate the 
mean values for the discriminant functions (Z-score) for a group. Therefore, the Z-Score calculated 
from the discriminant function that is near the centroid is said to belong to that group.  

 After that, the performance of each prediction is determined based on Type I and Type II 
errors. Type I error is defined as incorrectly classified default firm as non-default, while Type II error 
is defined as incorrectly classified non-default firm as default [39]. All these are expressed in formulae 
as follows [40]: 
 

           Accuracy (%) = 
𝐶𝑑

𝑇𝑑
+

𝐶𝑠

𝑇𝑠
                                                    (5) 

 

Type I error (%) = 1 −
𝐶𝑑

𝑇𝑑
                                        (6) 

 

   Type II error (%) = 1 −
𝐶𝑠

𝑇𝑠
                                         (7) 

 
where 𝑇𝑑  is the actual number of default firms, 𝑇𝑠 is the actual number of non-default firms, 𝐶𝑑 is the 

number of correctly predicted default firms, and 𝐶𝑠 is the number of correctly predicted non-defaulted 
firms. In actual cases, the default and non-default firms are determined based on the ratings available 
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for the firms. Specifically, firms with a rating between AAA to BBB- are considered non-default, while 
B+ to C is considered as default. 
 
 
3. Results and Discussion 

This section discusses the results obtained from the study. It involves a discussion of the 
results from the data descriptive, discriminant analysis using SPSS, and performance before and 
after the combination of the KMV-Merton model in the discriminant analysis model. 
 
3.1 Descriptive Statistics  

Table 3 shows the data descriptive for estimating firms' default probabilities using the KMV-
Merton Model. 

 
  Table 3. The data descriptive for the default probabilities estimation 

 

 N Minimum Maximum Mean Standard Deviation 

Market  
capitalisation 

264 73.956 94871.726 15994.516337 23929.833735 

Short term 
borrowing 

264 0 14855.141 8584.735807 1870.898180 

Long term  
borrowing 

264 0 11386.399 1617.181595 2908.022436 

 
Meanwhile, Table 4 shows the descriptive data of the financial ratios used in the Discriminant 

Analysis. 
Table 4. The data descriptive for the financial ratios 

 

 N Minimum Maximum Mean Standard Deviation 

Current asset 264 10.8461 15109.329 2392.763383 339.8933931 

Current  
liabilities 

264 6.3043 10956.308 1724.949362 2757.31698 

Inventory 264 .6789 1935.419 148.9530682 265.8803581 

Total 
liabilities 

264 44.0111 19652.028 3639.699565 5707.969253 

Total assets 264 69.7051 56155.899 9529.74627 16315.067939 

Shareholders' 
equity 

264 24.9468 16763.5 2556.981929 3954.369202 

Operating 
profit 

264 -1651.89 2040.89 85.23968106 261.7806059 

Interest  
expense 

264 -.943 1995.714286 22.83984718 131.70429 

Account  
receivables 

264 2.393 5246.37 651.2074602 114.5255567 

Net sales 264 2.981 4889.12 547.1006371 993.0591672 

Net profit 264 -409.777 1695.973 87.97215492 237.2578048 

 
In Tables 3 and 4, we have 264 samples for each type of financial data of firms.  The data with 

the lowest and highest mean are the interest expense and market capitalization, respectively. 
Greater standard deviation in the data shows greater variations in the samples.  This means the 
spreads of each data distribution from the mean are all high, with the most found in the data of market 
capitalization and the least in the data of account receivables.  
 
3.2 Tests of Equality of Group Means and Stepwise Statistics 

The purpose of the equality test is to prove the significant differences between non-default 
and default groups on each of the independent variables. The output from this test can be seen in 
Table 5. Stepwise statistics show the steps taken for the selection of variables that are included in 
the analysis. The method chosen for stepwise statistics is Wilks’ Lambda. It allows one to select the 



 

87 

 

variables that will be entered in the discriminant function. The result from this stepwise statistic is 
given in Table 6. 
 

Table 5. Tests of Equality of Group Means 
 

Discriminant Variables  Wilks' lambda F df1 df2 Sig. 

 0.994 1.134 1 190 0.288 

 0.993 1.398 1 190 0.239 

 0.999 0.163 1 190 0.687 

 0.993 1.385 1 190 0.241 

 1.000 0.015 1 190 0.902 

 1.000 0.019 1 190 0.891 

 0.992 1.471 1 190 0.227 

 0.941 11.982 1 190 0.001 

 0.883 25.116 1 190 0.000 

 0.883 25.112 1 190 0.000 

     
Table 5 shows which ratios are considered the most discriminating variable between the non-

default and default groups. It also tests the null hypothesis that the group means are equal across 
all dependent variables. If Wilk’s lambda is smaller than the critical value, then the null hypothesis 
can be rejected. The variables X8, X9, and X10 show significant differences in Wilk’s lambda and F-
values, leading to the rejection of the null hypothesis. These variables present higher values of F's 
and lower values of Wilks's lambda. The significant value (Sig.) that is close and equal to 0 also 
indicates that these variables are significant to the discriminant function. This is parallel to Table 6 
where both X8 and X9, have a high tolerance of 0.931, near 1. It proves that these variables contribute 
high information to the discriminant function model. Although X10 gives a high correlation to the 
discriminant function, we found that X10 and X9 are detected with multicollinearity in the pooled within-
groups matrices test. Therefore, one of the variables must be removed to avoid potential problems 
in the prediction.    
 

Table 6. Variables in the Analysis 
 

Step Tolerance F to Remove Wilks' Lambda 

1  1.000 25.116  

2  .931 16.918 .883 

 .931 4.345 .941 

  

3.3 Test of Homogeneity of Covariance Matrices 

Tests of homogeneity of covariance matrices include the outputs from Tables 7 and 8. This 
test is conducted to show whether the covariance matrices are equivalent or not. It can be evaluated 
through the null hypothesis. 
 

Table 7. Log Determinants 
 

Default Probability Rank Log Determinant 

Non-default 2 20.062 

Default 2 22.781 

Pooled within-groups 2 20.233 
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Table 8. Test Results 
 

Box's M 21.683 

F Approx. 5.883 

df1 3 

df2 553.242 

Sig. 0.001 

 
Table 7 presents the log determinants for the group's covariance matrix and the pooled 

within-group covariance. The Default group shows the highest log determinant value, indicating a 
difference in its covariance matrix. This is supported by Table 8. Table 8 tests the null hypothesis 
that the covariance matrices do not differ between groups formed by the dependent variables. The 
null hypothesis is that if the significance is greater than 0.05, the covariance matrices are equal (H0), 
and if the significance is less than 0.05, the covariance matrices are not equal (H1). Table 8 shows 
the high value of Box's M, which is 21.683, and the significance (Sig.) of F tends to be 0, which is 
less than 0.05. According to [10], the Box's M values must be high, and the significance of the F must 
be near 0 for the analysis to be valid, which is to be unequal in covariance matrices. Thus, this study 
rejects the null hypothesis of equal covariance matrices. In addition, the amount of "Rank" in Table 
7 represents two significant independent variables that can be used for the discriminant function 
model.  
 
3.4 Summary of Canonical Discriminant Function 

In summary of the canonical discriminant function, five outputs are obtained, and they are 
presented in Tables 9-14. 
 

Table 9. Eigenvalues 
 

Function Eigenvalue % of Variance Cumulative % Canonical Correlation 

1 0.158 100.0 100.0 0.370 
Note: Function 1 canonical discriminant functions were used in the analysis. 

 
Table 9 provides information on the discriminant functions produced. Eigenvalue indicates 

the measure of association between the discriminant function and the dependent variable. A higher 
eigenvalue (near 1) displays a stronger discriminant function model. Like the canonical correlation, 
the value that is near to one presents a better discriminant function model [10]. In this study, the 
canonical correlation is 0.370, and the eigenvalue of 0.158, which is not extremely high. However, 
this model is statistically significant based on Table 10. Hence, it can still be considered a good model 
[11]. 

 
Table 10. Wilks’ lambda 

 

Test of Function(s) Wilks' lambda Chi-square df Sig. 

1 0.863 27.762 2 0.000 

 
Table 10 shows Wilks' lambda of the discriminant function. The closer Wilks' lambda value 

to 0 illustrates the higher quality of the model [10]. Here, the discriminant function model could be 
better based on the Wilks' lambda 0.863. However, the discriminant function is said to be able to 
discriminate the groups based on the significant value (Sig.) at 0.000. 
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Table 11. Structure Matrix 
 

Discriminant Variables  Function 

1 

 .914 

 .913 

 .631 

 .387 

 -.212 

 -.159 

 -.046 

 .019 

 -.015 

 -.012 
Note: Pooled within-group correlations between discriminating variables and standardised canonical 
discriminant functions. Variables are ordered by the absolute size of correlation within the function. (a) indicates 
the variables that are not used in the analysis. 

 
Table 11 provides the structure matrix, which illustrates the importance of correlations 

between discriminant variables and discriminant function. By ignoring the variables that are not used 
in the analysis, X9 presents the highest absolute size of correlation within functions, followed by X8. 
Hence, X9 is considered the most important variable in determining the firm's default risk, followed 
by X8. Thus, it is confirmed that X8 (net profit margin ratio) and X9 (return on assets ratio) are suitable 
independent variables for the discriminant function of the model.  

 
Table 12. Canonical Discriminant Function Coefficients 

 

Selected discriminant variables Function 

1 

 .009 

 .001 

(Constant) -.301 
Note: Unstandardised coefficients. 

 
Table 12 presents the list of coefficients of the independent variables X8 and X9. These are 

used to form an unstandardised discriminant function expressed as: 
 

 𝑍 =  −0.301 + 𝑋8 ∗ 0.009 + 𝑋9 ∗ 0.001             (8) 
 

Equation (8) represents the discriminant function Z-score, which is the result of the 
adaptation of the KMV-Merton model and financial ratios into the DA. It is used in this study to make 
predictions on default and non-default groups. 
 

Table 13. Functions at Group Centroids 
 

Default Probability Function 

1 

Non-default -.065 

Default 2.420 
Note: Unstandardised canonical discriminant functions evaluated at group means. 

Table 13 displays the average Z value of the discriminant function. It indicates that the value 
of functions at group centroids for non-default firms is at -0.065, and the centroids for default firms is 
at 2.420. Therefore, when the Z-value in Equation (8) of the firm is negative, the firm is predicted to 
be a non-default firm, while when the Z-value obtained is positive, the firm is predicted to default. 
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Table 14. Classification Results 
 

     Predicted Group Membership Total 

Non-default Default 

Originala Count Non-default 174 13 187 

Default 2 3 5 

% Non-default 93.0 7.0 100.0 

Default 40.0 60.0 100.0 

Cross-validatedb,c Count Non-default 69 1 70 

Default 2 0 2 

% Non-default 98.57 1.43 100 

Default 100 0 100 
a. 92.2% of original grouped cases were correctly classified. 
b. Cross-validation is done only for those cases in the analysis. In cross-validation, each case is classified by 
the functions derived from all cases other than that case. 
c. 92.2% of cross-validated grouped cases are correctly classified. 
 

Table 14 summaries the performance of the discriminant function (8) to classify the two 
groups, default, and non-default firms, based on the trained data. Out of 187 cases, 174 were 
correctly predicted as non-default, and 13 were incorrectly predicted. In the meantime, only three 
were correctly predicted for the default group out of 5. This produces a higher accuracy of about 93% 
for the non-default group compared to 60.0% for the default group. 
 
3.5 Default Risk Prediction 

The default and non-default of the selected firms are predicted at first using the KMV-Merton 
model and next using the discriminant function model in (8). This discriminant function represents 
the adaptation of the KMV-Merton model into the DA. Afterwards, the performance of each prediction 
is compared according to the percentage of accuracy, Type I and Type II errors calculated based on 
Equations (5), (6), and (7). The results are presented in Tables 15 and 16. 
 

Table 15. Prediction Results 
 

Model  
  

Predicted  Total 

Non-default Default 

Discriminant Function Actual Non-default 47 1  48 

Default 22  2 24 

KMV-Merton  Actual Non-default 46 2  48 

Default 24  0 24 

 
Table 16. The accuracy, Type I, and Type II errors 

 

 KMV-Merton Model Discriminant Function  

Accuracy (%) 63.89 68.06 

Type I error (%) 100 91.67 

Type II error (%) 4.17 2.08 

 
Tables 15 and 16 show that both the KMV-Merton model and the discriminant function can 

predict the non-default group well compared to the default group. This is shown as the percentage 
of incorrectly predicted for the non-default group (Type II error) is extremely low than the default 
group (Type I error). This is contrary to the study done by [39] where Type I error is found lower than 
Type II error.  Higher Type I error is due to the unequal data between the non-default and default 
groups that lead to a potential bias in the data-trained model, as shown in Table 14. Therefore, the 
discriminant function tends to be more biased in predicting the non-default group and causes high 
errors in the default group prediction. Overall, the accuracy for both the KMV-Merton model and the 
discriminant function is low. However, the discriminant function gives higher accuracy in prediction 
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than the KMV-Merton model. This means that the addition of two financial ratios (X8 and X9) into a 
discriminant function may improve the KMV-Merton model performance to predict default risk. 

 
 
4. Conclusion 

Several studies have been conducted previously in the field of firm default prediction. In this 
study, the non-default and default firms are predicted quarterly. It gives a more detailed focus on the 
firm's financial performance as it evaluates through quarters. Essentially, the default prediction is 
done based on the combination of financial ratios and default probability of the KMV-Merton model 
in the discriminant analysis (DA) model.  

This combination leads to a discriminant function with net profit margin (NPM) and return on 
asset (ROA) as its determinant variables. NPM and ROA are found significant (p-value = 0) in 
discriminating the default/non-default of the firms with Wilks's lambda = 0.941, F(1,190) = 11.982 for 
NPM and Wilks's lambda = 0.883, F(1,190) = 25.116 for ROA. Although the return on capital 
employed ratio is also found significant, it is detected with multicollinearity in the pooled within-groups 
matrices test.  

In the discriminant analysis, the discriminant function failed to classify the default group well 
due to the 60% accuracy compared to the 93% accuracy of classifying the non-default group. This 
may be due to the limited and imbalanced data on default firms in the data training process. This 
makes the discriminant analysis model biased in making predictions to a majority non-default group. 
Plus, the eigenvalue and canonical correlation of the discriminant function are low at 0.158 and 0.370, 
respectively. However, the discriminant function could be better as it can discriminate the groups 
based on Wilks’ lambda = 0.863 and p-value at 0.000. 

In addition, we found that the accuracy of predicting default using the combination of the 
KMV-Merton model and financial ratios in the DA (68% accuracy) is slightly higher than using the 
KMV-Merton model alone (63% accuracy).  This is also supported by the lower values of Type 1 and 
Type II errors for the discriminant functions compared to the KMV-Merton model. Hence, the 
adaptation of KMV-Merton’s default probabilities and financial ratios in the DA model is said to be 
able to improve the firms' default prediction. 

In future research, the model could be improved as more data on default firms are included 
in the samples. Nevertheless, data acquisition on default firms has been limited due to several 
factors. In the alternative, the group classification may be redefined in future works to obtain an equal 
distribution for each group. 
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