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PREFACE 

Welcome to the inaugural volume of the Progress in Computing and Mathematics Journal 
(PCMJ), a publication proudly presented by the College of Computing, Informatics, and Mathematics 
at UiTM Cawangan Melaka. 

This journal represents a significant step in our commitment to fostering a vibrant research 
culture, initially providing a crucial platform for our undergraduate students to showcase their 
intellectual curiosity, dedication to scholarly pursuit, and potential to contribute to the broader 
academic discourse in the fields of computing and mathematics. However, we envision PCMJ evolving 
into a beacon for researchers both nationally and internationally. We aspire to cultivate a space where 
groundbreaking research and innovative ideas converge, fostering collaboration and intellectual 
exchange among established scholars and emerging talents alike. 

The manuscripts featured in this first volume, predominantly authored by our undergraduate 
students, are a testament to the hard work and dedication of these budding researchers, as well as 
the guidance and support provided by their faculty mentors. They cover a diverse range of topics, 
reflecting the breadth and depth of research interests within our college, and set the stage for the 
high-quality scholarship we aim to attract in future volumes. 

As editors, we are honored to have played a role in bringing this journal to fruition. We extend 
our sincere gratitude to all the authors, reviewers, and members of the editorial board for their 
invaluable contributions. We also acknowledge the unwavering support of the college administration 
in making this initiative possible. 

We hope that PCMJ will inspire future generations of students and researchers to embrace 
research and innovation, to push the boundaries of knowledge, and to make their mark on the world 
of computing and mathematics. 

Editors 
Progress in Computing and Mathematics Journal (PCMJ) 
College of Computing, Informatics, and Mathematics 
UiTM Cawangan Melaka 
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Article Info Abstract 

Nowadays, the use of baby sign language has increased among 

parents in recent years. This language utilizes simple hand gestures 

and motions as a medium to express the baby’s needs, wants, and 

feelings. This is particularly important because babies have not yet 

developed the ability to speak. However, this language is still neither 

widely used nor a generally recognized mode of communication, 

especially for caregivers. This can lead to tantrums when the baby’s 

needs are not understood or met promptly. Additionally, some 

parents have expressed difficulties in learning and remembering the 

sign. Hence, the development of real-time baby sign language 

recognition on mobile platforms could help to address these issues. 

This research will focus only on six basic baby sign languages that 

are commonly used in daily life. The model will be designed and 

developed using a deep learning algorithm, which is YOLOv8, the 

latest version of YOLO. This model can recognize and interpret baby 

signs based on visual input from the mobile phone’s camera in real 

time, and also includes a dictionary feature that can be a learning tool 

for parents and caregivers. In the development phase, the dataset is 

pre-processed before the modeling process is done using YOLOv8, 

and deployed on Android platforms using Java and Kotlin languages 

in Android Studio. Functionality testing and accuracy testing have 

been conducted. The functionality test produced successful results for 

all test cases, while for accuracy testing, the model achieved an 

accuracy of 99.50% for Mean Average Precision, indicating its 

proficiency in recognizing each of the classes. 

Received: February 2024 

Accepted: August 2024 

Available Online: October 

2024 

Keywords: Baby sign language; Sign Language Recognition; 

Real-time; Deep learning; YOLOv8; Mobile Application 

 

 

INTRODUCTION 

 

Nowadays, baby sign language is popular among hearing parents as they use this tool 

to enhance communication with their hearing children. This sign used simple hand gestures 

mailto:aishahidris31@gmail.com
mailto:firdausfadzil@uitm.edu.my
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and motions to express the baby's needs, wants, and feelings before they were able to talk 

(Nadgeri & Kumar, 2022). Figure 1 shows the 25 most popular baby sign languages used by 

parents (Neuman, 2022). According to Dinh and Mueller (2018), parents speak to their babies 

in the usual way, which is by voicing the words, and at the same time make use of these signs. 

It is believed that by using these sign languages consistently, babies and toddlers can develop 

the ability to communicate before they speak. 

Although the use of baby sign language has increased in recent years, it is still neither 

widely used nor a generally recognized mode of communication. Not all caregivers will be 

familiar with sign language. So, it may be difficult for them to anticipate their baby's 

requirements, which may result in tantrums as the baby’s wishes are unmet. According to 

previous studies, the researcher claimed that it was challenging for parents to teach caregivers 

to understand the baby sign, especially if the caregivers did not know enough sign language to 

incorporate it into their children's daily routine (Perotta, 2017). It is only effective for the baby 

and the parents themselves if the parents have time, energy, and patience to teach sign language. 

In addition, according to the researcher, she reports that 50% of participants who are parents 

from the survey expressed frustration about the challenges of learning a new language and 

remembering the signs to keep up with the child’s vocabulary development. In addition, some 

of the participants have reported that they find it difficult to learn baby signs due to the amount 

of time and energy required to consistently teach their children. Hence, due to a lack of 

understanding of the baby’s wishes, this could lead to frustration. 

Developing a baby sign language recognition model on a mobile platform can address 

this issue. It could help to overcome some of the difficulties associated with learning and 

remembering signs, while also recognizing and interpreting commonly used baby signs. The 

model will be designed and developed using a deep learning algorithm which is the YOLOv8 

that can recognize and interpret baby signs based on visual input from the mobile phone’s 

camera in a real time, providing caregivers with real-time feedback on their child’s 

communication. Additionally, it will include vocabulary baby sign features as a learning tool 

for parents and caregivers. This research will focus on recognizing 6 commonly used and 

relevant baby signs, including “more”, “all done”, “change diaper”, “milk”, “eat” and “drink”. 
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Figure 1: Baby Sign Language (Source: Neuman, 2022) 

 

LITERATURE REVIEW 

 

This section includes a literature review covering various aspects of the project, such as 

sign language recognition and related works utilizing deep learning methods. It also discusses 

the chosen deep learning method, which demonstrates the highest accuracy. 

Sign Language Recognition 

Sign language recognition provides a solution to the problems faced by sign language 

users, where it can recognize and interpret a series of hand gestures. According to Jiang and 

Ahmad (2019), there are two primary approaches in recognizing sign language: one involves 

the use of electromagnetic gloves and sensors that can detect hand shape, movements, and the 

orientation of the hand, while the other uses camera vision-based gesture recognition, known 

for its natural approach. Based on Nadgeri and Kumar (2019), the signs, tension, and pressure 

between fingers will be captured with sensor-based gloves, while for vision-based recognition, 

cameras are used to capture the signs, which are then processed and analyzed using image 

processing techniques. Camera vision-based gesture recognition is the most effective method 

in recognizing sign language, as it is not required to wear any equipment like gloves. It only 

relies on the camera to recognize and interpret hand sign gestures. This 
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approach offers a more natural and intuitive interaction, as it eliminates the need for specialized 

equipment. Hence, in this project, camera vision-based will be used to recognize sign language. 

Related Work 

There is a significant amount of similar work that has already been done using a deep 

learning technique to recognize baby sign language. Each of the similar works will be 

compared to determine the most accurate and suitable method that can be used for this project. 

The dataset, method used and accuracy will be discussed. 

Enhancing Infants Early Communication Through Sign Language Recognition System 

Using Raspberry Pi and Convolutional Neural Network 

In 2023, Cerna and other researchers built and tested an automated sign language 

recognition system that can enhance early interaction between children and caregivers, thus 

enhancing children’s quality of life and overall language development. The dataset was 

obtained from a baby sign language tutorial that featured participants with different hand sizes 

and skin tones. It also includes 8 different images that were taken from two hours of video. The 

method used is Internet of Things (IoT) and Raspberry Pi combined with deep learning 

technique which is Convolutional Neural Network (CNN). It achieved 94.6% accuracy for the 

system. 

Deep Learning Based Framework for Dynamic Baby Sign Language Recognition System 

 

This work was done in 2022 by Nadgeri and Kumar, where the researchers aimed to 

develop continuous baby sign recognition. The dataset consists of 34 baby signs. The 

researchers utilize deep learning techniques which are CNN and Long Short Term Memory 

(LSTM). It uses optimizer where Adam optimizer achieves 99%, while SGD achieves 75% of 

accuracy. 

Deep-Hand: A Deep Inference Vision Approach of Recognizing of Hand Sign Language 

Using American Alphabet 

This work was conducted by Alon et al. in 2021, where the researchers developed a 

system that is fast and more accurate for static hand gesture detection using the American 
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Sign Language (ASL) alphabet dataset. For the dataset, 7200 images of ASL were obtained in 

Kaggle, where each of the alphabet contains 300 images. It applies YOLOv3 and achieves 

95.18% for training and 90.82% for validation. 

 

Based on the three related works, it is indicated that works by Alon et al. (2021) that 

used YOLO as their network, provides the highest accuracy where it got 95.18% for training 

and 90.82% for validation with 7200 datasets compared to other methods. In addition, the 

researchers stated that, by using YOLO, it can detect hand sign gestures more accurately and 

faster. They added that YOLO can make predictions faster with a single network evaluation 

compared to systems using R-CNN that require thousands of network evaluations for a single 

image. Hence, YOLO will be used as a network in this project. 

YOLO 

According to Alon et al. (2021), You Only Look Once (YOLO) uses Darknet-53 which 

is a CNN that serves as its backbone and features extractor. This method is able to develop a 

system that can detect hand sign gestures more accurately and faster as the input images are 

only seen once through the neural network to recognize the image. This method separates the 

input image into different grids according to a specified grid size, and then it predicts the 

probability of the 14 desired objects in each grid. In a single run of the algorithm, it will predict 

every class and object bounding that are in the image (Dima & Ahmed, 2021). This method 

provides several advantages. Firstly, YOLO is known for its ability to make predictions with a 

single network evaluation, hence making it incredibly fast compared to other methods. 

Additionally, YOLO is capable of simultaneously detecting and classifying objects, providing 

efficient analysis. YOLO has evolved through several versions, each with its own set of 

enhancements and improvements. The latest version of YOLO at the time of this research is 

YOLOv8, where it includes numerous architectural and developer experience changes and 

improvements over the previous YOLO version. It comes with well-structured Python 

packages, developer-friendly features, and also an intuitive Command Line Interface (CLI). 

Hence, this project will utilize the benefits by training the sign language recognition model 

using YOLOv8. It will be used as this network model is significantly faster, more efficient and 

provides high accuracy in recognizing sign language compared to the previous versions. 
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METHODOLOGY 

 

This section explains the methodology that will be used throughout the project. It 

thoroughly describes how the Mobile Application for Real-Time Baby Sign Language 

Recognition was developed using YOLOv8. There are several steps, including data collection, 

data pre-processing, modeling, and deployment. 

Data Collection 

 

A primary dataset that is taken in the form of images will be used for the model training, 

comprising various basic sign languages, including all done, eat, drink, more, change, and milk. 

Each sign comes with its own set of unique motions, adding complexity to the recognition 

process. The data is gathered from different age groups, ranging from kids to adults, as each 

individual may have produced different styles of gestures, especially for kids who have smaller 

hands. As this model was also built as a learning platform for caregivers and parents, a dataset 

from adults will also be used to ensure that the model can accurately understand and interpret 

sign language used by them. A total of 2400 images have been collected, with each class 

comprising 400 images. The images were taken from every angle and in every motion to ensure 

the model learns to recognize the sign from different viewpoints. The images have been stored 

in respective folders. 

Data Preprocessing 

 

Data preprocessing is a crucial step in the deep learning process, as real-world data is 

often messy and must be cleaned to enable the model to achieve high accuracy. For instance, 

in the real world, the sizes of images are frequently not uniform, which can impact both training 

time and performance. Performing this process can decrease training time and improve 

performance. The file name can be renamed in File Explorer by selecting all files and renaming 

them according to their class name to maintain consistency and standardization in the dataset, 

especially when dealing with 2400 images in this project. Roboflow was utilized for data 

annotation, resizing images, and splitting the dataset. In Roboflow, the images are randomly 

divided into training, validation, and testing sets based on a ratio of 70:20:10, respectively. 
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Modeling with YOLOv8 

 

After data pre-processing has been completed, and the dataset has been exported to 

YOLOv8 format, the modeling process will be performed to train the YOLOv8 model on the 

annotated dataset. The goal of this process is to build a model that is capable of classifying 

new, unseen data based on the patterns learned during the training phase. For this project, it 

will be trained using the Python API as the syntax is simple and easy to understand. The data 

modeling was done in Google Colab, taking advantage of its cloud-based computing resources 

and GPU capabilities to expedite the training process. The model undergoes the training 

process, using 1680 images to train with the YOLOv8 model. 

YOLOv8 can be divided into two main parts which are the backbone and the head. 

Figure 2 shows the layer of the model. The role of the backbone is to extract features from 

the input image, while the head is to get features from the previous section and predicts the 

bounding-box area, objectness scores, and class probabilities for the objects detected in the 

input image. The head of YOLOv8 consists of several convolutional layers followed by a series 

of fully connected layers. 

 

Figure 2: YOLOv8 Architecture 

This model’s recognition process begins by dividing the input image into NxN grid 

cells of equal shape. Each grid cell is responsible for predicting the class of objects within it, 

along with their probability values. The next step involves determining bounding boxes, which 

are rectangles that highlight the objects in the image. Each object will have its own bounding 

box, resulting in multiple bounding boxes within a single image. Yolo utilizes a single 

regression module to determine the attributes of these bounding boxes. Since a single object 

can have multiple grid box candidates for prediction, Intersection over Union (IoU) is 
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used to identify relevant grid boxes. Grid boxes with an IoU value that below a specified 

threshold 28 are discarded. To select the boxes with the highest probability score, 

Non-Maximum Suppression (NMS) is used. Lastly, the created and trained model will 

determine the class of the sign in the image, returning its name and the accuracy of 

classification. Subsequently, the model undergoes a validation process, utilizing a dataset of 

480 images to assess the quality of the trained model. The final evaluation step involves testing 

the model, where 240 test data are used after the model has been trained and validated. This 

step aims to assess how well the model performs on unseen data. 

Deployment 

 

Model deployment is the process of transforming a model into a system or application 

that is capable of making recognitions on new or unseen data. In this case, the model will be 

integrated into an Android mobile application with real-time features using Android Studio, 

along with additional features such as a dictionary and manual for the app. The app uses Java 

and Kotlin languages, where Java is employed to develop pages for the main menu, dictionary, 

and manual of the app, while Kotlin is used to develop the page for real-time sign recognition. 

The process of integrating a PyTorch-trained model for real-time sign language recognition 

into an Android app involves several steps. First, the model (.pt) must be converted to 

TensorFlow Lite (TFlite) format. Once converted, the TFlite model and label text file consist 

of 6 classes are imported into the Android app’s assets folder and parsed in an object named 

‘Constants’. Next, TFlite and TFlite Support dependencies are added to the ‘build.gradle’ file 

in Android Studio to enable model execution on mobile devices. Following this, classes such 

as ‘Detector.kt’, ‘OverlayView.kt’, and ‘MainActivity.kt’ are created in Kotlin to handle setup, 

detection, bounding box processing, rendering bounding boxes and labels on live camera 

preview, and implementing real-time object recognition respectively. Additionally, the model’s 

precision is reduced using INT8 quantization in Google Colab to enhance performance on 

mobile devices without compromising accuracy. 

 

RESULT AND DISCUSSION 

 

This section presents the results and findings obtained throughout the project. The 

analysis includes the result of training, validation, and testing to assess the model’s 
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performance. Additionally, accuracy testing and functionality testing are discussed in this 

section. 

Training and Validation Analysis 

 

Once the model has been trained and validated, learning curves, which are plots or 

graphs that show changes in learning performance over the training iterations, are displayed. 

Figure 3 shows the learning curves for training and validation performance. Better model 

performance is indicated by lower loss values, and worse performance is indicated by higher 

values. In this case, the training and validation objective of minimizing the loss value has been 

met. Precision, recall, and mAP50 (mean Average Precision) graphs also show higher 

prediction accuracy, indicating better performance. 

Figure 3: Learning curves of the model 

Accuracy Testing 

In this section, the results of the accuracy testing phase will be described. Additionally, 

confusion matrix and performance metrics will be discussed to evaluate the testing 

performance. 

Confusion Matrix 

A confusion matrix is a chart that basically shows how the model handles different 

classes. This chart includes an additional column and row representing the ‘background’, which 

does not belong to any existing class. Each cell of the matrix, excluding the background, 

indicates the number of detections for a given class that were assigned to each 
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other class, providing insight into where the model might be confused. Figure 4 shows the 

confusion matrix for the testing dataset. As can be seen, class ‘More’ has 40 cases where its 

detections were correctly assigned to class ‘More’, indicating correct detection for all test 

images in this class, as the test set for this class contains a total of 40 images. Similarly, this 

applies to the other classes, demonstrating the model’s capability to correctly recognize or 

detect signs across all six classes. 

Figure 4: Confusion matrix 

Evaluation Metrics 

Additionally, after processing the testing data, the model returns a variety of 

performance metrics, including mean average precision (mAP), recall, and precision. Table 1 

shows the function of the evaluation metrics for this model, and comes with the result. It shows 

that the model has achieved high accuracy, making it reliable for use. 

 

Table 1: Evaluation result metric for all classes 
 

Metric Function Result 

Precision Accuracy of the detected 

object 

99.80% 

Recall Ability of the model to 

identify all instances of 

objects in the images 

99.99% 

Mean Average Precision Average precision calculated 

at an IoU (Intersection over 
99.50% 

 Union)  
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Real Time Accuracy 

 

Each class has undergone a real-time testing process to assess its ability to correctly 

predict the class. Table 2 shows the accuracy test being performed 20 times for each of the 

classes. The ‘Drink’, ‘Eat’, and ‘More’ classes receive lower accuracy due to lighting 

conditions, where it makes the model unable to detect the sign accurately. The overall average 

accuracy across all classes stands at 95.83%, indicating the model’s high performance in class 

prediction tasks. 

Table 2: Evaluation result metric for all classes 
 

Class Total number of 

test 

Total number of 

correct test 

prediction 

Percentage 

Accuracy (%) 

All Done 20 20 100 

Change Diaper 20 20 100 

Drink 20 18 90 

Eat 20 20 100 

Milk 20 18 90 

More 20 19 95 

Total 120 115 Average(95.83) 

 

Functionality Testing 

 

Functionality testing is performed to test whether all of the features and components in 

the application are working as expected without any errors and run smoothly. Table 3 shows 

the functionality testing for three features in the app, including View About App, Sign 

Recognition, and View Dictionary. It shows that all of the features successfully passed the test 

and performed as expected. 
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Table 3: Result of test cases 
 

Features Expected Output Result 

View About App About App page can be displayed and the 

button to go to the next page is working 

well. 

Passed 

 

Sign Recognition The camera can be successfully run 

without any lagging issue, and the model 

can recognize the hand gesture and 

display its bounding box along with the 

label sign. If the model does not 

recognize it, the bounding box and the 

label sign will not be displayed. 

Passed 

 

View Dictionary The sign language dictionary contains 

images of each sign, which can be clicked 

to navigate to another page with a 

demonstration video showing how to 

make the sign. The video plays 

Passed 

 automatically upon accessing the page.  

 

Summary 

 

In summary, the project has successfully achieved its objectives in designing, 

developing and testing a real-time baby sign language recognition model using YOLOv8 in 

mobile platform. The results obtained showed a consistently high accuracy rate of 99.50% for 

Mean Average Precision, and overall average for all classes with 95.83% indicating that the 

model performs well and is reliable for use. However, there are some limitations to this model, 

including a limited class of sign language, covering only 6 signs, and environmental factors 

where the accuracy and reliability of the recognition model are heavily dependent on the quality 

and consistency of the lighting sources in the user’s surroundings. This model can be further 

improved by increasing the diversity of baby sign classes, applying data augmentation and 

noise reduction techniques. Hopefully, this model can benefit caregivers, parents, and infants 

by facilitating communication and enhancing accessibility to sign language interpretation in 

everyday situations. 
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