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In practical applications of statistical modelling, the phenomena under investigation often involve many data points

representing rare events with extremely high or low values compared to the typical range. These extreme events can

significantly impact the data distribution, exhibiting long and heavy tails. The occurrence of extreme events can be

observed across various disciplines, including climatology, earth sciences, ecology, engineering, hydrology, and social

sciences. However, a critical question arises in extreme events analysis: How far can we reliably determine the extremity

of data? 

One of the most fundamental problems in the field of extreme value models is selecting a threshold value, a boundary or

cutoff point used to determine the extremity of the data (McPhillips et al., 2018). The choice of the thresholds needs to be

done properly, as a high threshold value will reduce the bias but increase the variance for the estimators while choosing a

low value will give the opposite effect (Scarrott & MacDonald, 2012). Choosing the appropriate threshold value can help

ensure that these extreme values are accurately identified and included in the analysis, leading to more accurate

predictions and better decision-making.

1  INTRODUCTION

Figure 1:Extreme Values of Precipitation in Malaysia (1981-2022)

This article reviews the key historical approaches to estimating thresholds for extreme value analysis applications. It

explores various methods developed over time to determine the appropriate threshold values for identifying and including

extreme data points in statistical modelling and analysis.
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However, these methods are very subjective due to the necessarily personal interpretation of the plot. Hence, choosing

each threshold manually makes the process burdensome.

2.2  RULES OF THUMB

The rule-of-thumb approach makes it easier to select the sample fraction of extreme events, which uses the upper 10%

of the data (DuMouchel, 1983) or (Ferreira et al., 2003). Other than that, Ho & Wan (2002) work on the empirically driven

rule of in their study of the stock returns. 

Figure 2a: Mean Residual Life plot Figure 2b: Mean Excess plot

Figure 2d: Parameter Stability plotFigure 2c: Q-Q plot

Mean residual life plot;

         (A stable or approximately linear region in the plot suggests an appropriate threshold)

Mean Excess plot; 

         (Find a stable region in the plot, where the estimate becomes reliable) 

Q-Q plot;

         (A good threshold will produce a QQ plot that closely follows a straight line)

Parameter threshold stability plot;

         (Look for a region where the shape and scale parameter estimates become relatively constant)

2 SUMMARY OF ESTIMATION APPROACHES

2.1 GRAPHICAL DIAGNOSTICS

One basic concept in threshold selection is graphical diagnostic, which has been discussed deeply in Coles (2001), Kratz &

Resnick (1996) and Drees et al. (2002). This approach focuses on analyzing the plot of the sample fraction, 𝑘, against the

estimates of the tail index. 
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2.5 MIXTURE MODELS
 

Another method that can be used to estimate the threshold values is using mixture models. A threshold value can be

chosen automatically based on the separation between the bulk distribution and tail distribution (GPD). This approach

considers all the observations regardless of whether it is extreme or not. Mixture models can be categorized by the type

of bulk distribution models: parametric, semiparametric or nonparametric (Scarrott & MacDonald, 2012). The tail

distribution over the threshold and the bulk distribution below the threshold can be simultaneously captured by extreme

value mixture models. Without wasting any data, it takes into account every detail that are available. One of the main

objectives of extreme value mixture model is to choose a flexible bulk model and tail model that simultaneously fits the

non-extreme and extreme data. 

Figure 3: Extreme Value Mixture Model  

2.4  COMPUTATION METHODS

Furthermore, several computation approaches aim to estimate the optimal sample fraction, 𝑘, which minimizes the

asymptotic mean squared error of the Hill estimator. Hall (990) first proposed a resampling-based method for estimating

𝑘 by minimizing the mean squared error. Drees & Kaufmann (998) utilize the Lepskii method and an upper bound on the

maximum random fluctuation of �̂�𝑘 around 𝛾. Danielsson et al. (2001) extended Hall's methodology to a double bootstrap

method to identify optimal sample fractions. On the other hand, most methods related to minimizing mean squared error

do not perform well in finite samples. Thus, to overcome this weakness, the usage of Kolmogorov-Smirnov measures has

been used. Bickel & Sakov (2008) utilized the Kolmogorov-Smirnov distance metric in their bootstrap procedure to

determine the difference between subsequently smaller subsample bootstrap distribution. Hence, this method inspired

Danielsson et al. (2016) to use the Kolmogorov-Smirnov distance metric in their bootstrap procedure, which minimizes the

distance between the tail of the empirical distribution and the fitted Pareto distribution. In 2021, Schneider et al.

introduced a method that does not require users to manually choose tuning parameters in their computation and is

easier. This method measures the fit of the exponential approximation above the threshold using integrated square error

known as the Inverse Hill statistic.

2.3 PROBABILISTIC METHODS 

Probabilistic methods which procedures aim for the optimal sample fraction for specific estimation, such as the Hill

estimator (Hill, 1975). The Hill estimator is a classic tail index estimator for the Pareto-type distribution based on the

upper-ordered statistics. Many researchers have found automated approaches to determine the tail fraction by, for

example, minimizing the mean square error of estimators of properties of the tail distribution, such as the tail index

(Beirlant et al., 1999), or the quantiles estimates (Ferreira et al., 2003). Besides, some study which compares the empirical

distribution to the fitted Generalized Pareto distribution (GPD) via the goodness-of-fit test (Bader et al., 2018; Wadsworth,

2016) or by minimizing the distance between them (Clauset et al., 2009), where the latter approach is theoretically

analysed in Drees et al. (2020).
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3  CONCLUSIONS

Threshold selection is an important component in extreme event analysis. This paper provides several methods for

determining appropriate thresholds, such as graphical diagnostics, rules of thumb, probabilistic methods, computational

methods, and mixture models. Every approach has strengths and weaknesses, for example, graphical diagnostics provide

quick intuition, but it can be subjective to interpret, and noisy data may make the plot harder to analyse. While probabilistic

and computational methods offer more automated and objective solutions, they may be sensitive to a number of sample

sizes and need complex computation. The optimal choice of threshold method requires a balance of accuracy and

practicality in identifying extreme values and flexibility in applying the approach across different applications.




