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Abstract: The interface as a medium for information exchange allows users to achieve the purpose of interaction 

conveniently and effectively. It has profoundly affected many aspects of people's lives. As a large number of 

particular groups, the hearing impaired people can be helped to solve some practical problems in life by the 

development a targeted user interface for them. Since hearing impaired people generally have mild to severe 

hearing loss, they rely more on visual channels for information, so technology plays a crucial role in the 

development of user interfaces. Based on the literature review, this study explores what user interfaces have been 

developed by researchers focusing in Asia for the hearing impaired people. Besides, several technology types, 

including gesture recognition, speech recognition, wearable device, and sign language recognition, help hearing 

impaired users enhance their interactivity and understanding. This review shows that the future user interface 
needs to improve the traditional design methods and incorporate appropriate interactive technologies to maximize 

the learning and daily life of the hearing impaired people to provide positive results. 
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1. Introduction 
 

According to statistics from the World Health Organization, approximately 466 million people 

worldwide suffer from hearing loss, which is more than 5% of the world’s population, of which 34 
million are children. It is estimated that by 2050, this number may increase to more than 900 million 

(WHO, 2020). Sound is the most direct way of human expression, but many hearing impaired people 

are troubled by it. The hearing impaired in this study mainly refers to hard of hearing and deaf, that is, 

people whose hearing loss ranges from mild to severe. People with hearing difficulties need hearing 
aids, cochlear implants and other assistive devices. Deaf people usually have little or no hearing and 

need to communicate using sign language. The current communication methods for the deaf or hearing 

impaired include sign language, assistive hearing aids and hearing devices (Dalebout, 2009). Sign 
language can help them communicate their intentions, but they cannot talk to people who don’t 

understand sign language. Hearing aids and hearing devices can amplify sound signals, but they cannot 

solve inaudibility. Hearing impaired people bring considerable pressure to the family and society in 
communication and life. 

In the past ten years, smart terminals and mobile Internet have changed people's lives. The lives 

of the disabled, including the hearing impaired, have not been significantly improved before due to 

advances in technology (Vash & Crewe, 2003). How to enable more and more hearing impaired people 
to enjoy the convenience of the intelligent age, and to solve some practical problems for them while 

improving the quality of life is the direction that needs to be considered in the development of interface 

technology in recent years. 
The study on user interface development in Asia for the hearing impaired people was included in 

the review to understand the current research focus and the current status of technology use. To 

successfully and effectively serve the hearing impaired, technology should actively adapt to their 

physical and cognitive abilities (Tzovaras, 2008, p. 251). The review found that many factors need to 
be considered in the user interface, more than perceiving user actions, recognizing user psychology and 

information presentation to construct interactive pages useful for the hearing impaired. Perceiving the 
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movements and hearts of the hearing impaired requires high-precision technical support. The study 
usually provides suitable sensing solutions by analysing the user's tasks and usage scenarios. Also, cost-

controllable and easy-to-deploy hardware solutions are issues that require additional consideration. 

The results of the systematic literature review will provide a valuable reference for the future 

development of user interfaces for hearing impairment to help people who are deaf or hearing impaired 
in their lives. This study introduces the literature research methods in the second part; the third part 

analyses the literature data and discusses the results; finally, the future work and conclusion are 

discussed in the fourth section. 
 

2. Method 

 

2.1 Research questions 

 

This study is based on a systematic literature review that explores techniques used in user 

interfaces developed for the deaf and hard of hearing in Asia. The main objective is to answer the 
following research questions: 

RQ1: What has user interface development in Asia helped the hearing impaired? 

RQ2: What technologies are used in the user interface for the hearing impaired in Asia？ 

 

2.2 Search process  

 

The systematic review followed the PRISMA guidelines. The selected studies were those  

published from 2015 to 2020. Scopus, ACM digital library, and IEEE Explore databases were used for 

searching. The review is intended to include a broader range of hearing impaired people in the 
discussion, hence,  "deaf" and "hearing impaired" are included in the search. The basic form of the 

search string is "User interface" + "deaf" OR "hearing impaired". 

Based on the above string, a search was performed in title, keyword, and summary. The study 
focuses on the discussion of Asian user interface technologies, in order to discover the current research 

problems and what needs to be implemented. This will be compared further with Western research and 

used to guide future development of the interface. By focusing on the Asian region, the researchers 

would be able to further discover the gaps and needs of current Asian interface technology. 
 

2.3 Inclusion and exclusion criteria 

 

The studies included in the literature review met the following criteria: 

- The research was published from 2015 to 2020; 

- The research focuses on developing user interfaces for the hearing impaired. 
The exclusion criteria are as follows: 

- The article is not in English; 

- The area is not an Asian country. 

 

2.4 Data extraction 

 

The literature review was searched in December 2020. After passing the above exclusion criteria 
and inclusion criteria, 70 studies were obtained from Scopus, ACM Digital Library, and IEEE Explore 

databases. After deleting studies excluded as they were not relevant, 18 papers were finally selected for 

review. All 18 studies were peer-reviewed, three of which were based on the same study (Petry et al.,  

2018; Petry et al., 2016; Petry et al., 2016). Figure 1 is the PRISMA flowchart showing the inclusion of 
studies. The studies excluded from the review were those that fell under one of the following categories: 

(1) it did not focus on the deaf or hearing impaired people and might consist of other disabled persons; 

(2) the main content of the research was the content design of the interface, with no or less discussion 
of technology; (3) the studies focused on education for the deaf. 
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Figure 1:  PRISMA Flowchart Showing the Inclusion of Studies 

 

3. Result  

 

3.1 RQ1: What has user interface development in Asia helped the hearing impaired? 

 

Communication is one of the challenges for the hearing impaired. On the one hand, the sign 

language they use cannot be understood by hearing people. On the other hand, communication between 

hearing impaired people is not as simple as imagined. Figure 2 shows that eight studies help the hearing 
impaired people realize communication, and the research institute accounts for the largest proportion. 

First, to promote the dialogue between the deaf or hearing impaired and the average hearing person, the 

interface mainly solves the two critical problems of sign language recognition for the deaf and speech 
recognition for the hearing person. Smart devices could increase the participation of the hearing 

impaired in society. Based on their study, Limpiti et al. (2019) developed a portable dialogue box that 

detects the sign language of deaf people by using a camera to capture hand images. The audience's 

answers were received through the microphone and interpreted through the Google Cloud Voice API. 
Another study was conducted by Lee et al. (2013) which helped to communicate intentions efficiently 

in both directions between the average hearing person and the hearing impaired. A clear understanding 

of a person's voice with normal hearing could reduce the burden of hearing loss. Interface design is a 
viable way to realize effective and efficient intelligent agents because it reduces the workload required 

for hearing impaired users interacting with hearing people. 

Due to the difficulty of obtaining sound, hearing impaired people often need auxiliary systems 
such as subtitles. A study by Peng et al. (2018) challenged traditional subtitles and developed a real-

time subtitle interface on a head-mounted display of SpeechBubbles to enhance group conversation 

experiences for the deaf and hard of hearing. Research on wearable devices also included providing 

dialogue information for the hearing impaired, and developing a portable caption support system 
(Suemitsu et al., 2016) through a see-through head-mounted display (HMD). Chattoraj et al. (2017) 

focused on the development of gesture recognition human-machine interface systems to recognize 

different gestures used by deaf people for communication, hence, enabling deaf people to communicate 
more efficiently with others. In addition, end-to-end American Sign Language (ASL) recognition could 

also be achieved at the word and sentence level through a lightweight wearable device (Zhang et al., 

2019). A new system for converting Arabic sign language from gestures to characters was also proposed 

(Kammoun et al., 2020). Accessible communication makes life more satisfying for the hearing impaired 

Databases Search (n=317) 
( Scopus=151, ACM Digital Library=131, IEEE Explore=35) 

243 studies on non-Asia region 

74 studies 

( Scopus=39, ACM Digital Library=18, IEEE Explore=17) 

4 duplicates were removed 

70 studies 
( Scopus=35, ACM Digital Library=18, IEEE Explore=17) 

52 studies were excluded as they 

were not relevant 

18 studies 
( Peer-reviewed=18) 
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and improves their quality of life (Anegundi et al., 2019). 
Hearing loss can affect the use of smartphones and applications. There are thousands of words in 

sign language worldwide, and a study by Saqib et al. (2018) helped deaf people use spell-based gestures 

when using smartphones and laptops. Besides, Chuan et al. (2017) conducted a study intended to build 

a social media application for the deaf community in Malaysia to help them interact online using 
specific gestures. Meanwhile, Wang et al. (2018) carried out a study to solve the difficulties encountered 

by the hearing impaired because they could not get the sound of the smartphone. The research proposed 

a mobile phone system that could combine Chinese speech recognition and sign language animation. 
There was one study that helped the hearing impaired learn. The study by Alcazar et al. (2016) 

introduced an e-learning system which was specially developed for deaf voice tutors. This system 

includes an English course management module, a speech recognition module and an evaluation 
module. As a new teaching aid, this is beneficial to the development of education for the deaf. 

There were also studies conducted to help the hearing impaired to better cope with meetings. Due 

to the 2019 coronavirus, many schools or companies choose to hold online meetings. A study by Oomori 

et al. (2020) provided help for the hearing impaired with an emoji-based captioning system in online 
meetings. The voice-only online forum could not capture the facial expressions of the speaker, hence, 

the hearing impaired could not hear the speaker's voice. It is more difficult to judge the emotional state 

only through pure subtitles. The addition of emoji helps the deaf and hearing impaired to understand 
the speaker’s feelings more accurately in this situation. Another study that helped the hearing impaired 

cope with meetings was conducted by Suzuki (2020) who proposed a multi-person simultaneous voice 

captioning system. When there are multiple speakers in a meeting, the system can recognize the speech's 
voice and display the text. This system has been verified by hearing impaired and hearing impaired 

companies. 

Although the deaf and hard of hearing people have different degrees of hearing loss, it does not 

affect their appreciation of music. There have been many studies to provide hearing impaired people 
with ways to appreciate music and dance. There are four papers included in the review; three of which 

belong to different stages of the same research content (Petry et al., 2018, 2016a, 2016b). These three 

studies help deaf people perceive music and learn music in stages, and further propose playing music 
in music classes in schools for the deaf. Shibasaki et al. (2016) designed a system that enables the 

hearing impaired to enjoy tap dance performances. The system transmits the touch of tap dance from 

the stage to the audience, hence allowing  the hearing impaired to feel the vibration of the dance with 

the help of wearable devices. The system has been validated through various activities. 
 

 

Figure 2: Application Fields 

 

3.2 RQ2: What technologies are used in the user interface for the hearing impaired in Asia？ 

 

The study reviewed the technologies used in the user interface for the hearing impaired in Asia 
and categorized them according to these technologies (Figure 3). These 18 studies mainly used four 

technologies, which are gesture recognition, speech recognition, wearable devices and sign language 

recognition. It should be noted that four studies (Limpiti et al., 2019; Suemitsu et al., 2016; Peng et al., 

2018; Zhang et al., 2019) did not only mention one user interface technology, so there will be duplicate 
records in these four categories.  
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Figure 3: Used Technologies 

 

a) Gesture recognition 

 

Gesture recognition is a non-verbal physical action in human-computer interaction, which 

includes the tracking of gesture actions and subsequent computer data processing (Chuan et al., 2017). 

Regarding gesture motion capture, it is mainly realized by optical and sensor. Gesture input provides us 
with a natural interactive interface. Its advantages are safety, general, no contact, and fast development 

(Saqib et al., 2018).  

Kammoun et al. (2020) recognized Arabic sign language gestures by capturing hand and finger 
movements and then converts the recognized gestures into a processing module for letters. Chuan et al. 

(2017) described the communication between users and the system through an accessible model. 

Although the gesture interaction of deaf people may be different from ordinary people, they can use 

gesture language proficiently and be evaluated in the model to enhance the barrier-free use of gestures 
for the hearing impaired in the mobile space. Saqib et al. (2018) introduced a gesture-based 

communication form, which has the advantage of being able to interact with smartphones and laptops 

without touching and relying on spelling gestures. To help the hearing impaired communicate with the 
general public, gesture recognition technology needs to accurately perform gesture processing and 

reduce processing time, making the recognition more efficient (Chattoraj et al., 2017). 
 

Table 1: Details of Gesture Recognition Reviewed 

Author(s) Fields Develop Findings 

Kammoun et al. 
(2020) 

Communication A new system to convert 
Arabic sign language from 

gesture to written text 

The Leap motion controller as a gesture 
recognition device can capture the 

movement of hands and fingers 
Chuan et al. 
(2018) 

Communication The 'Gesture-Specific 
Heuristics' (GSH) evaluation 
model with deaf users 

The current ‘Gesture Interaction’ 
implementation in mobile applications 
is sufficient for deaf users. 

Saqib et al. 
(2018) 

Communication Spelling-based gestures 
communication 

Spelling based gestures are effortless to  
learn and generate, helping the hearing 
impaired to communicate with 
smartphones and laptops 

Chattoraj et al. 
(2017) 

Communication Hand gesture recognition and 
human-computer interface 
system 

The scale-invariant feature transform 
algorithm has been used to reduce the 
delay time and improve the accuracy of 
the results 

 

b) Speech recognition 

 

Speech recognition is currently a technology widely used in user interfaces. In recent years, the 

speech recognition technology in the hearing impaired user interface mainly assists in spoken language, 
daily conversation and real-time translation (Table 2). In order to make it easier for the hearing impaired 

to use the interface, the existing research mainly solves the following speech recognition problems: the 

speech signal will be affected by the scenario and change (Anegundi et al., 2019; Suemitsu et al., 2016); 
psychological changes of the speaker will bring about changes in speech (Oomori et al., 2020; Peng et 

al., 2018); the difference in pronunciation and population will cause various speech phenomena, and 

lead to a different distribution of speech features in the parameter space (Peng et al., 2018; Limpiti et 

al., 2019). 
 

 
 



e-Proceedings of International Conference on Language, Education, Humanities &Social Sciences (i-LEdHS2021) 

584 
 

Table 2: Details of Speech Recognition Reviewed 

Author(s) Fields Develop Findings 

Suzuki 
(2020) 

Meeting The user interface of subtitle 
displaying 

This system dictates voices talked in 
that situation and displays dictated texts 

Oomori et al. 
(2020) 

Meeting An advanced system It is necessary to design emoji 
expressions, graphic user design, and 
emotion recognition methods to help 
deaf or hard of hearing (DHH) people 
participate in group meetings. 

Limpiti et al. 
(2019) 

Communication A portable dialogue box The portable dialogue box allows the 
hearing impaired to use sign language 
to help the face-to-face dialogue 

between the deaf and hearing person. 
Anegundi et al. 
(2019) 

Communication A computer-based application 
of speech recognition 

The application facilitates speech 
recognition in a multi-speaker 
environment. 

Wang et al. 
(2018) 

Communication A framework of speech based 
Chinese Sign Language (CSL) 
Animation System on Smart 
Phones 

This model for Android phones 
supports deaf people to answer phone 
calls from any phones (not only 
smartphones). 

Peng et al. 
(2018) 

Communication A real-time speech 
recognition interface: 
SpeechBubbles 

SpeechBubbles uses a bubble display 
and provides potential captioning 
solutions for enhancing DHH 
individuals’ group conversation 
experience 

Lee et al. 
(2016) 

Communication A portable device with 
directional sound selection 
capability 

The proposed interface design reduces 
the workload required for hearing 
impaired users who interact with 
hearing people 

Alcazar et al. 
(2016) 

Education An e-learning system The developed system integrates all 
modules into an e-learning system 
which allows interaction to its users 
through speech and produce its visual 
or pictorial equivalent as an output in 
the user interface 

Suemitsu et al. 
(2015) 

Communication A wearable dialogical 
information support system 

The see-through head-mounted display 
(HMD) and the microphone array are 

used to provide a portable solution to 
people with hearing difficulties 

 

c) Wearable devices 
 

Wearable devices include sensor modules with multiple sets of sensors, which make users feel 

small and able to provide all kinds of information at any time. Wearable devices do not only become an 

extension of the capabilities of the hearing impaired (Zhang et al., 2019; Peng et al., 2018;  Suemitsu et 
al., 2016) but also bring a better perception experience (Shibasaki et al., 2016). Related studies include 

the use of wearable devices to recognize American Sign Language (ASL) automatically. This device is 

not easily affected by the surrounding environment and the diversity of users, hence, it can facilitate 
communication between deaf and hearing people.  

There were two studies focusing on head-mounted displays. Peng et al. (2018) provided real-time 

subtitles through a head-mounted display. Another study was conducted by Suemitsu et al. (2016) which 
reported that in addition to using a transparent head-mounted display to receive voice signals, it was 

also possible to obtain more detailed information of the speaker through the camera. Besides, wearable 

devices can also help hearing impaired people enjoy music and dance. This is possible, for example, by 

using handheld output devices to provide tactile feedback to enjoy tap dance (Shibasaki et al., 2016). 
Petry et al. (2018) provided a visual and vibratory tactile music sensor alternative device that can be 

connected to the palm to help deaf people distinguish rhythm. 
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Table 3: Details of Wearable Device Reviewed 

Author(s) Fields Develop Findings 

Zhang et al. 
(2019) 

Communication A lightweight wearable 
device: Myo armband 1 

MyoSign enables the deaf and hearing 
people to communicate in a more 

natural and intuitive way 
Peng et al. 
(2018) 

Communication A real-time speech 
recognition interface: 
SpeechBubbles. 

SpeechBubbles uses a bubble display 
and provides potential captioning 
solutions for enhancing DHH 
individuals’ group conversation 
experience 

Petry et al. 
(2018) 

Music and Dance A visual and vibrotactile 
music-sensory-substitution 

device: MuSS-Bits++ 

The music-sensory-substitution systems 
hold a lot of potential for music-making 

Petry et al. 
(2016) 

Music and Dance Music Sensory Substitution: 
MuSS-Bits 

MuSS-Bits is intended to allow deaf  
users to explore and develop a 
conceptual model of musical sounds 
and provides the feedback to cater to 
individual requirements and preferences 

Petry et al. 
(2016) 

Music and Dance A music sensory substitution 
system 

MuSS-Bits provides real-time rhythm  
information to a deaf user 

Shibasaki et al. 
(2016) 

Music and Dance Karada Tap system Hearing impaired people realize the fun 
of tap dancing through haptic feedback 
from a handheld output device 

Suemitsu et al. 
(2015) 

Communication A wearable dialogical 
information support system 

The see-through head-mounted display 
(HMD) and the microphone array are 
used to provide a portable solution to 
people with hearing difficulties 

 

d) Sign Language Recognition 

 

Asian countries have diverse languages and cultures. The study of this review as seen in Table 4 

involves the sign languages of these diversified Asian countries. There is no uniform standard for sign 

language globally since different regions have different sign language systems (Matamala & Orero, 
2010). This increases the difficulty of sign language recognition technology. Sign language carries a 

wealth of information and has well expressive skills. The study of sign language recognition can 

facilitate the communication between the hearing impaired and the hearing person. This can be done 
for example, through a lightweight wearable device, end-to-end ASL recognition at the word and 

sentence level ( Zhang et al., 2019); or use a web camera to capture video images of the deaf in a 

conversation; other select hands in the area within the image to detect the sign language of the deaf 

person (Limpiti et al., 2019). 
 

Table 4: Details of Sign Language Recognition Reviewed 

Author(s) Fields Develop Findings 

Limpiti et al.  
(2019) 

Communication A portable dialogue box The portable dialogue box allows the 
hearing impaired to use sign language 
to help the face-to-face dialogue 
between the deaf and hearing person. 

Zhang et al. 
(2019) 

Communication A lightweight wearable 
device: Myo armband 1 

MyoSign enables the deaf and hearing 
people to communicate in a more 

natural and intuitive way 

 

4. Discussion and Conclusion 

 

Through a systematic literature review, it was found that the four user interface technologies 
discussed all provide positive help for the learning and daily life of the hearing impaired. People who 

are deaf or hard of hearing suffer from hearing loss due to various reasons and cannot communicate 

through natural sound symbols. In this sense, hearing loss is not their most serious problem, but the 
difficulty they encounter in developing appropriate communication methods. Through the above 

literature review, it was found that there are numerous studies on promoting communication between 

the hearing impaired and the hearing person. Therefore, helping to improve the communication 

problems of the hearing impaired is still a hot spot. 
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The review also focuses on the communication between the hearing impaired and the computer. 
The purpose of this part of the research is to help the hearing impaired use mobile devices and computer 

conveniently and effectively. The primary method is to take advantage of the hearing impaired in sign 

language gestures and to make up for the lack of sound perception. Also, due to the development of 

intelligent interactive media, learning is no longer limited to special education schools and traditional 
classrooms. Unfortunately, learning applications rarely consider the particular learning needs of the 

hearing impaired and design a unique interface for them. Despite the fact that the importance of the deaf 

in learning has received widespread attention, study in this area is still lacking. A teaching aid system 
developed for deaf voice tutors would be useful for everyone. 

In addition to the right to education, the hearing impaired people also have the right to enjoy art 

and entertainment. The early entertainment industry mainly helped the hearing impaired to enjoy 
programs by providing subtitles in various fields. However, this method only allows them to receive 

information through another channel, and the deaf or hearing impaired still could only imagine the 

sound. In particular, the studies mentioned in the review literature are mainly in music and dance, which 

seem to be entertainment items that the deaf or hearing impaired cannot access. Now due to the 
emergence of wearable device technology, it has brought possibilities for them. It also shows that 

wearable devices have specific development potential in improving the entertainment experience of 

hearing impaired in the future. 
A systematic literature review was conducted by selecting 18 studies related to the research 

question from 2015 to 2020. It was found that communication is one of the primary purposes of interface 

research. Speech recognition technology and wearable devices have a wide range of applications and 
can provide almost all aspects of assistance to the hearing impaired. The future user interface needs to 

improve the traditional design method and combine with appropriate interactive technology, to 

maximize the positive effects for the learning and daily life of the hearing impaired. 
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