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The presence of features such as cursive, diversity of writing styles and sizes of characters in a Jawi text, ligature, and vertical overlapping make the recognition of Jawi handwritten text to be difficult. For the recognition system based on model development using windows, the presence of such features cause the resulting model to be less consistent, where it produces a different sequence of primitive structures of words/sub-words from the same lexicon. To overcome the inconsistency model problem, a handwritten Jawi text recognition system based on a sub-word model has been developed. The proposed modeling technique which is known as Selection Segmentation-Free (SSF) separates core and connection structure of a sub-word into a different window. The resulting window will go through a selection process to determine the windows that will be used to represent the sub-word model. In order to increase accuracy and efficiency of the representation feature, two categories of features which are known as primary and secondary features were extracted from each of the selected windows. Primary feature were extracted using Window Code Representation (WCR) technique from main structure. Secondary feature for supporting the primary feature were extracted from dot and main structure. For the experiment purposes, a total of 1200 sub-words of 80 lexicons were used. Each lexicon is randomly selected and divided into three sets. Three experiments to evaluate the performance of SSF, WCR and combination of primary and secondary feature techniques were conducted. The three techniques are combined to represent the proposed system and compared with the comparison system introduced by Remon (2009). Comparison result shows that the recognition rate of proposed system (84.8%) is better than comparison system (79.1%).

Image quality is an important feature in image analysis. However noise normally occurs in an image during the process of image transmission, acquisition or compression. Hence, image denoising becomes the key process in image processing. Classical filtering techniques such as Median, Gaussian and Average filters tend to blur the edge in an object’s image and hence reducing the image quality. Literature shows that PDE-based models are renowned to preserve the edge in an image very well. Hence the application of the PDE models in image processing has gained a lot of attention for the past few decades because it provides better approximations in which it is able to adaptively adjust the operation of the local information in the image. In this research the two-dimensional diffusion equation in the form of nonlinear PDE of order two and order four denoising models are explored. Existing nonlinear PDE denoising models are analysed and modified with a different diffusion coefficient. The effect of the diffusion coefficient proposed in the PDE is examined on a set of welding digital radiographic images. The nonlinear mathematical model is set in the form of an IBVP and solved numerically using the finite difference approach. Two explicit (Scheme 1, Scheme 2) and two implicit finite difference schemes (Scheme 3, Scheme 4) are derived to serve as the denoising tool. The proposed schemes are tested on digital radiographic images that contain specified flaw. A flawed specimen is used as a benchmark data and an addition of 20 samples of real data are used for experimental purposes. The performances of the schemes are evaluated using Structural Similarity Index Measure (SSIM), Peak Signal to Noise Ratio (PSNR) and Mean Absolute Error (MAE). Results obtained show that the four schemes successfully remove noise in the image by producing high SSIM and PSNR values with Scheme 3 relatively performing the best. This is because Scheme 3 is an ADI scheme very much similar to the traditional Peaceman Rachford ADI scheme which is known to have unconditionally stability feature. Graphical results based on the Relative Error (RE) curve of each scheme show that each reduces and stabilizes asymptotically. All the schemes are experimentally shown to be convergence and stable. After the denoising process, the flaw detection process is adopted and successfully produces the length value of weld flaw in welding image. For automation purposes a GUI is developed using MATLAB. The GUI is very useful for the welding inspectors to analyze and evaluate radiographic data fast. This research opens room for more explorations in terms of the diffusion coefficient and its applications on other digital data types. The findings enrich research knowledge and explorations in this field.